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1990 Max Jakob Memorial Award Lecture 

J. P. Hartnett 
Energy Resources Center, 

The University of Illinois at Chicago, 
Chicago,IL 60680 

Wiscoelastic Fluids: A New . 
Challenge in Heat Transfer 
A review of the current knowledge on the fluid mechanics and heat transfer behavior 
ofviscdelastic aqueous polymer solutions in channel flow is presented. Both turbulent 
and laminar flow conditions are considered. Although the major emphasis is on 
fully established circular pipe flow, some results are also reported for flow in a 2:1 
rectangular channel. For fully established turbulent channel flow, it was found that 
the friction factor, f and the dimensionless heat transfer factor, jH, were functions 
of the Reynolds number and a dimensionless elasticity value, the Weissenberg num
ber. For Weissenberg values greater than approximately 10 (the critical value) the 
friction factor was found to be a function only of the Reynolds number; for values 
less than 10 the friction factor was a function of both Re and Ws. For the dimen
sionless heat transfer coefficient jH the corresponding critical Weissenberg value was 
found to be about 100. The heat transfer reduction is always greater than the friction 
factor reduction; consequently, the heat transfer per unit pumping power decreases 
with increasing elasticity. For fully established laminar pipe flow of aqueous polymer 
solutions, the measured values of the friction factor and dimensionless heat transfer 
coefficient were in excellent agreement with the values predicted for a power law 
fluid. For laminar flow in a 2:1 rectangular channel the fully developed friction 
factor measurements were also in agreement with the power law prediction. In 
contrast, the measured local heat transfer coefficients for aqueous polymer solutions 
in laminar flow through the 2:1 rectangular duct were two to three times the values 
predicted for a purely viscous power law fluid. It is hypothesized that these high 
heat transfer coefficients are due to secondary motions, which come about as a 
result of the unequal normal stresses occurring in viscoelastic fluids. The anomalous 
behavior of one particular aqueous polymer solution—namely, polyacrylic acid 
(Carbopol)—is described in some detail, raising some interesting questions as to 
how viscoelastic fluids should be classified. In closing, a number of challenging 
research opportunities in the study of viscoelastic fluids are presented. 

Introduction 
Interest in viscoelastic fluids goes back almost a half century, 

triggered by the discovery of Mysels (1949) and Toms (1948), 
who found that the addition of small amounts of a high-
molecular-weight polymer to a Newtonian fluid in turbulent 
pipe flows resulted in a dramatic decrease in pressrue drop. 
Evidence of this behavior is shown on Fig. 1 (Cho and Hartnett, 
1982), which reveals that the presence of 10 parts per million 
by weight (wppm) of polyacrylamide in water results in a 40 
percent reduction in pressure drop and a comparable decrease 
in pumping power. In the intervening years many studies of 
the fluid mechanical behavior of such fluids have been carried 
out (Cho and Hartnett, 1985). In contrast, relatively little at
tention has been paid to heat transfer processes associated with 
these fluids. As it turns out, such fluids are viscoelastic, a class 
of fluids of considerable interest in the chemical, pharma
ceutical, and food industries. In the processing of these fluids 
they are often exposed to heat transfer, and consequently a 
knowledge of their heat transfer behavior is important in the 
design of such industrial equipment. 

It is the goal of this review to introduce some of the char
acteristics that distinguish viscoelastic fluids from Newtonian 
fluids. In particular, those factors that influence the fluid me
chanics and heat transfer behavior of viscoelastic fluids, es
pecially aqueous polymer solutions, will be emphasized. 
Turbulent flow will be treated first, then laminar flow. Both 
circular and noncircular channels will be covered. The article 

Contributed by the Heat Transfer Division and presented at the 3rd ASME/ 
JSME Joint Thermal Engineering Conference, Reno, Nevada, March 18, 1991. 
Manuscript received by the Heat Transfer Division November 1991; revision 
received March 1992. Keywords: Forced Convection, Non-Newtonian Flows and 
Systems. 

Re 
Fig. 1 Influence of addition of 10 wppm of polyacrylamide on pressure 
drop of water in fully established turbulent pipe flow 

concludes with a brief discussion dealing with future research 
opportunities. 

Viscoelastic Fluids 
Viscoelastic fluids may be prepared by adding to water a 

high-molecular-weight polymer, such as one of those shown 
on Fig. 2. Such fluids are generally non-Newtonian and the 
apparent viscosity (defined as the ratio of the shear stress to 
the shear rate) of such viscoelastic fluids is dependent on the 
shear rate. Furthermore as shown on Fig. 3, the normal stresses 
on the three orthogonal faces (P^, Pyy, and Pw) , which are 
equal in Newtonian fluids, for incompressible isometric flow 
are not equal in viscoelastic fluids. Finally, under channel flow 
conditions, such as exemplified by the plane Couette flow 
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Polyacrylic Acid (Carbopol) 
Fig. 2 Basic chemical structure ot typical polymers used in experi
mental studies 

Nomenclature 

Newtonian Fluid Viscoelastic Fluid 
(Viscosity not Function of Shear Rate) (Viscosity is Function ot Shear Rate) 

Fig. 3 Couette flow of Newtonian fluid and viscoelastic fluid 

shown on Fig. 3, if the external force driving the flow is sud
denly removed, a Newtonian fluid ceases to flow. In contrast, 
a viscoelastic fluid actually continues to move, coming to rest 
after a time interval X, called the relaxation time. In general, 
the more elastic the fluid, the greater the magnitude of the 
relaxation time. 

In the study of the pressure drop and heat transfer behavior 
of Newtonian fluids, it is customary to introduce dimensionless 
quantities such as the friction factor, the Nusselt number, the 
Reynolds number, and the Prandtl number. A new dimen
sionless number, the Weissenberg number, appears in the case 
of viscoelastic fluids, and is defined as: 

Ws = X£//tf (1) 
The Weissenberg number is the ratio of the relaxation time of 
the fluid, X, to the characteristic time of the flow, d/U; the 
larger the Weissenberg number, the more elastic the flow. 

The evaluation of the relaxation time, X, is in general a 

Cn = 

dh = 

f = 

Gz = 
h = 

2 JH = 

cross-sectional area, m 
specific heat of fluid, J/ k = 
kg-K 
diameter of circular pipe, K = 
m 
hydraulic diameter of the m = 
duct, = 4A/P, equal to d n = 
for circular pipe, m 
fanning friction factor = Nu = 
TW/(PU2/2) 

Graetz number = mCp/kz Nu/.] = 
local convective heat 
transfer coefficient = q"/ 
(Tw - Tb), W/m2«K 

H\(\L) = thermal boundary condi- Nuul = 
tions representing constant 
wall heat flux axially and 
constant temperature pe
ripherally on one longer P = 
wall of the rectangular Pr = 
duct Pxx = 

H\{2L) = thermal boundary condi
tions representing constant Pyy = 
wall heat flux axially and 
constant temperature pe- Pzz = 
ripherally on two longer 
walls of the rectangular g" = 
duct 
thermal boundary condi- R = 
tions representing constant r = 
wall heat flux axially and Ra? = 
constant temperature pe
ripherally on all four walls Re = 
of the rectangular duct 

#1(4) 

Colburn heat transfer fac
tor = Nu/RePr1/3 

thermal conductivity, W/ 
m^K 
consistency index in power 
law model, N«s"/m2 

mass flow rate, kg/s 
power law index in power 
law model 
local Nusselt number = 
hd„/k 
local Nusselt number for 
lower wall in the case of 
Hl(\L) boundary condi
tion 
local Nusselt number for 
upper wall in the case of 
Hl(lL) boundary condi
tion 
wetted perimeter, m 
Prandtl number = T)Cp/k 
normal stress in the x di
rection 
normal stress in the y di
rection 
normal stress in the z di
rection 
heat flux per unit heating 
area, W/m2 

pipe radius, m 
local radius, m 
Rayleigh number = 
C > W ' d \ / k \ 
Reynolds number = 
pUdh/r/ 

Re' = Metzner-Reed generalized 
Reynolds number, defined 
in Eq. (7) 

Re* = Kozicki generalized Reyn
olds number, defined in 
Eq. (10) 

Tb = local fluid bulk tempera
ture, °C 

Tw = local wall temperature of 
the duct, °C 

u = velocity component in ax
ial direction, m/s 

U = mean velocity in axial di
rection, m/s 

Ws = Weissenberg number = 
XU/dh 

z = axial rectilinear coordi
nate, or axial location 
from the duct entrance, m 

/3 = volumetric coefficient of 
thermal expansion, °C" ' 

y = shear rate, 1/s 
•q = fluid apparent viscosity = 

rw/y, N«s/m2 

i)0 = zero shear rate apparent 
viscosity, N»s/m 

r\a = shear rate apparent viscos
ity evaluated at y ap
proaching infinity, N»s/ 
m2 

X = relaxation time, s 
X* = characteristic time con

stant, s 
p = density of fluid, kg/m3 

TW = shear stress at wall, N/m2 

T = shear stress, N/m2 
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Fig. 4 Apparent viscosity as a function of shear rate of aqueous pol
yacrylamide solution, with polymer concentration as a parameter 

1CT 
8 

6 

4 

Separan AP-273 ^». 

o 

A 

0 
V 

A 

O 

wppm 

10 

50 
100 

3 0 0 

5 0 0 

1000 

X X 10 2 s 

2.12 

3.09 
3.71 

9.61 
24.9 

302 

f = 0.20 Re-°-4B ft* 
(Minimum Drag Asymptote) 

z/d> 100 

4 6 8 10' 2 

Re 

10b 

Fig. 5 Friction factor as a function of Reynolds number for aqueous 
polyacrylamide solutions, with polymer concentration as a parameter 
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Fig. 6 Dimensionless heat transfer coefficient jH as a function of Reyn
olds number for aqueous polyacrylamide solutions, with polymer con
centration as a parameter 

difficult task. However, Bird (1965) and other investigators 
have proposed the use of relatively simple Newtonian models 
for this purpose. As an example of this approach, consider 
the Powell-Eyring model: 

sinh~'X*7 
17 = 1<» + (i/o - 1 ? » ) : 

7 
(2) 

Here 7 is the shear rate, rj„, and r/0 are the apparent viscosities 
evaluated at large values of 7 (i.e., 7 — 00) and at very low 
values of 7 (i.e., 7 — 0), respectively. If 17 is measured as a 
function of 7, then it is possible to determine the value of X*, 
the characteristic time constant, which provides the best fit to 
the experimentally determined relationship between ?j and 7. 
It is generally assumed that the relaxation time, X, and the 
characteristic time constant X* are related; for convenience 
they are often taken as equal. 

In summary the following statements may be made about 
viscoelastic fluids: 

8 The apparent viscosity is dependent on shear rate. 
• The stresses on orthogonal faces are not equal. 
9 A finite time is required for a strain response in the fluid 

when the stress imposed on the fluid boundaries is changed. 
9 A new dimensionless quantity, the Weissenberg number, 

characterizes the elastic nature of the fluid. 

Turbulent Flow of Aqueous Polymer Solutions 

Turbulent Flow in Circular Tubes. Factors influencing the 
pressure drop and heat transfer behavior of viscoelastic aqueous 
polymer fluids involve all of the conventional dimensionless 
quantities plus the Weissenberg number. The Weissenberg 
number, in turn, is influenced by the concentration and the 
chemistry of the polymer, the chemistry of the solvent, and 
last, but not least, the degradation of the polymer. This last 
factor, polymer degradation, results from the rupture of the 
polymer bonds due to the shearing stresses encountered during 
the circulation of an aqueous polymer solution through a flow 
system. 

The influence of polymer concentration is brought out on 
Figs. 4-6. Figure 4 presents the apparent viscosity as a function 
of shear rate for various concentrations of polyacrylamide 
(Separan AP 273 from Dow Chemical Company) in Chicago 
tap water (Cho and Hartnett, 1982). Figures 5 and 6 present 
fully established friction factors and dimensionless heat trans
fer coefficients for these fluids. 

At the lowest concentration, 10 wppm, the measured ap
parent viscosity is not observably different from that of water 
alone, but the experimental friction factors and the dimen
sionless heat transfer factors, jH, are significantly reduced from 
the Newtonian values. It should also be noted that the measured 
reduction in heat transfer is greater than the reduction in pres
sure drop. 

An increase in the polymer concentration results in an in
crease of the apparent viscosity (especially at lower shear rates) 
and an increase in the characteristic time X. The corresponding 
friction factor, shown on Fig. 5, decreases with an increase in 
polymer concentration, reaching an asymptotic value at ap
proximately 50 wppm. Further increases in the polymer con
centration have no effect on the friction factor. Such asymptotic 
friction factor behavior was first reported by Virk et al. (1970). 

In the case of heat transfer, the experimentaly'w factor eval
uated at z/d equal to 430 decreases with increasing polymer 
concentration until a concentration of 300-500 wppm is 
reached, as shown on Fig. 6. Further increases of the polymer 
concentration do not lead to further reduction in the heat 
transfer, and an asymptotic value of the dimensionless heat 
transfer is reached. In general, as noted above for the 10 wppm 
solution, the heat transfer reduction for a fixed polymer con
centration is always greater than the pressure drop reduction. 
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Fig. 7 Apparent viscosity as a function of shear rate for various solvent-
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Fig. 8 Friction factor as a function of Reynolds number for various 
solvent-additive combinations 

Thus the heat transfer per unit of pumping power decreases 
with increasing polymer concentration when compared at a 
constant Reynolds number. 

The hydrodynamic and thermal entrance lengths are also 
influenced by the polymer concentration (i.e., by the fluid 
elasticity). The entrance lengths increase from values of 10 to 
20 pipe diameters for water to 100 pipe diameters for the 
hydrodynamic entrance length and 500 pipe diameters for the 
thermal entrance length for high polymer concentrations. Toh 
and Ghajar (1988) report thermal entrance region Nusselt val
ues for the turbulent flow of two different polyacrylamides in 
circular test sections of 1.11 and 1.88 cm i.d. under constant 
wall heat flux conditions. 

Turning next to the influence of solvent chemistry on the 
behavior of an aqueous polymer solution, Fig. 7 shows the 
measured apparent viscosity as a function of shear rate for 
1000 wppm of polyacrylamide in Chicago tap water; in Chicago 
tap water with 100 wppm of sodium hydroxide; in Chicago 
tap water with 4 percent sodium chloride to simulate sea water; 
and in distilled water. The solution with distilled water has a 
value of the zero shear rate viscosity -q0, which is an order of 
magnitude greater than the other solutions. Generally, for a 
given polymer an increase in the zero shear rate viscosity is 
associated with an increase in the elasticity and as a result it 
can be concluded that the elasticity of the distilled water so
lution is the highest of the four solutions. 

Evidence of the solvent chemistry effect is also seen on Fig. 
8, which reveals the friction factor for 20 wppm of polyacryl
amide with Chicago tap water as the solvent. The addition of 
20 wppm of sodium hydroxide to the solution results in a 
decrease in the friction factor at a fixed Reynolds number. If 
the concentration of sodium hydroxide is increased to 100 
wppm an even greater reduction in the friction factor results. 

G 

5 
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Separon A P - 2 7 3 , I O 0 0 wppm 

id = 1 30 cm 

I = 3 48 X 10"' 

L r = 172 x io"3 
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Hours of shear 

Fig. 9 Friction factor and dimensionless heat transfer coefficient of 
1000 wppm aqueous polyacrylamide solutions as a function of hours of 
circulation in the flow loop 

Y, s" 

Fig. 10 Apparent viscosity versus shear rate of 1000 wppm aqueous 
polyacrylamide solution as a function of hours of circulation in the flow 
loops 

Heat transfer results are similarly influenced by solvent chem
istry. 

The influence of polymer degradation is brought out clearly 
in Figs. 9 and 10. In these experiments a 1000 wppm solution 
of polyacrylamide in Chicago tap water is circulated at a con
stant flow rate for over 70 hours and the friction factor, / , 
and the heat transfer factor, jH, are measured as a function 
of time. From Fig. 9 it can be seen that the friction factor 
decreases slightly at the start (probably reflecting improved 
mixing of the polymer and the solvent), remaining approxi
mately constant for some hours and then begins to increase. 
In contrast, the heat transfer factor begins to increase almost 
immediately. The corresponding values of the viscosity and 
the characteristic time as a function of the hours of circulation 
are presented on Fig. 10. At the initial state the zero shear rate 
viscosity was approximately 2 poise while the characteristic 
time was of the order of 1.69 seconds. After circulating for 
some 21 hours, the value of the low shear rate apparent vis
cosity was an order of magnitude lower and the characteristic 
time had decreased to 0.036 seconds. Thus as the fluid cir
culates, the long molecular chains are constantly being broken 
by the shearing stresses and the fluid become less and less 
elastic as reflected in the ever-decreasing values of ij and X. 

All of the above described results can be generalized if the 
rheology of the flow is constantly monitored so that the values 
of the apparent viscosity versus shear rate and the correspond
ing values of the characteristic time, X, are known as a function 
of circulation time of the fluid. Then the fully established 
friction factor and the fully established dimensionless heat 
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Fig. 11 Friction factor of aqueous polyacrylamide solutions as a func
tion of Weissenberg number with Reynolds number as parameter 
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Fig. 12 Dimensionless heat transfer of aqueous polyacrylamide solu
tions as a function of Weissenberg number with Reynolds number as a 
parameter 

transfer can be presented as a function of the Weissenberg and 
Reynolds numbers that prevail at the time of interest. The 
generalized behavior of the friction factor is shown on Fig. 
11, where it may be seen that for a fixed Reynolds number the 
friction factor decreases with increasing Weissenberg number, 
reaching an asymptotic value at a Weissenberg number of 
approximately 10 (Hartnett and Kwack, 1985). Beyond this 
asymptotic value the fully established friction factor is a func
tion only of the Reynolds number. 

Figure 12 shows the corresponding heat transfer behavior 
of the aqueous polymer solution (Hartnett and Kwack, 1985). 
Here the asymptotic behavior occurs at a much higher value 
of the Weissenberg number, approximately 100. Below this 
value, the fully established j H factor is a function of both the 
Reynolds and the Weissenberg numbers, while at values of the 
Weissenberg number greater than approximately 100, j H is a 
function only of the Reynolds number. 

The same behavior has been reported for other aqueous 
polymer solutions (Ghajar and Azar, 1988) and the approach 
reported here should be useful in generalizing experimental 
results for other aqueous polymer solutions. 

Turbulent Fiow in Noncircular Channels. Heat transfer 
and pressure drop results for drag-reducing fluids in turbulent 
flow through noncircular geometries are relatively rare. How
ever, on the basis of available results for rectangular channels 
(Kostic and Hartnett, 1985; Bhamidipaty, 1988) the following 
approach appears reasonable. If experimental pipe flow data 
are available for a given aqueous polymer solution (such as 
Separan AP273 on Figs. 5 and 6), then these results may be 
used with the hydraulic diameter replacing the pipe diameter 
to estimate the friction factor and the heat transfer coefficient 
of the same polymer solution in turbulent flow through a 
noncircular channel. The thermal boundary condition (i.e., 
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Fig. 13 Friction factor as a function of the Kozicki generalized Reynolds 
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constant wall temperature, constant heat flux, one wall heated, 
two walls heated, etc.) will undoubtedly have some influence, 
but the recommended approach should yield engineering pre
dictions with an accuracy of 10 to 20 percent. However, this 
approach will probably fail in geometries such as triangular 
channels with very sharp corners, where the confining walls 
will result in an extended laminar region (Eckert and Irvine, 
1960). 

Anomalous Behavior of Aqueous Polyacrylic Acid Solu
tions. An exception to the generally observed drag-reducing 
behavior of aqueous polymer solutions described above occurs 
in the case of aqueous solutions of polyacrylic acid (Carbopol 
from B. F. Goodrich Co.). Aqueous solutions of Carbopol 
when neutralized with sodium hydroxide to a pH value of 
approximately 7 become highly non-Newtonian, exhibiting a 
viscosity that is highly dependent on shear rate. Furthermore, 
rheological measurements taken on an oscillatory viscometer 
(Xie and Hartnett, 1992) clearly demonstrate that such solu
tions are viscoelastic. Nevertheless, the pressure drop and heat 
transfer behavior of neutralized aqueous Carbopol solutions 
in turbulent pipe flow reveals little reduction in either of these 
quantities. Rather, they behave like clay slurries (e.g., Attagel 
40 from Engelhard Minerals and Chemicals Corporation) and 
they have been generally identified as purely viscous non-New
tonian fluids. Their dimensionless pressure drop and heat 
transfer performance are related to the Kozicki generalized 
Reynolds number Re* and the power low exponent n. Figure 
13 shows experimental results for the friction factor behavior 
of clay slurries and of aqueous Carbopol solutions in turbulent 
flow for both circular tubes and rectangular ducts. A semi-
empirical prediction of this behavior has been advanced by 
Dodge and Metzner (1959) for purely viscous non-Newtonian 
flow in a circular tube and extended by Kostic and Hartnett 
(1984) to noncircular geometries: 

W/=(4.0/«°-75log10[Re*(/) l - n / 2 i -0.4//Z1 
(3) 

The prediction is seen to be in good agreement with the 
experimental data for both circular and rectangular channels. 

The heat transfer behavior of Carbopol solutions is also 
found to be in good agreement with the results found for clay 
slurries. Simplified purely viscous formulations are available 
that are in good agreement with experimental data (Hartnett 
and Kostic, 1989). 

The major point to be made here is that viscoelastic solutions 
of Carbopol act as purely viscous non-Newtonian fluids, such 
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Fig. 14 Friction factor as a function of the Metzner generalized Reyn
olds number, Re', for aqueous polymer solutions in fully established 
laminar pipe flow; polymer concentrations range from 1500 wppm to 
5000 wppm 
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as clay slurries, when flowing turbulently through circular and 
noncircular channels. 

Laminar Flow of Aqueous Polymer Solutions 

Laminar Flow in Circular Tubes. Viscoelastic fluids in fully 
established steady state flow through circular tubes behave as 
purely viscous fluids, since there is no mechanism for the elastic 
nature of the fluid to be manifested. Thus, the simple power 
law model gives excellent predictions of the fluid behavior. 
Here it is assumed that the shear stress is related to the shear 
rate by the power law 

r = Ky" (4) 

Then a solution of the momentum equation for the fully es
tablished velocity profile yields 

U~ 

3 « + l 
: n + \ [l-(r/R) " ] (5) 

This leads to the following prediction for the fully developed 
friction factor: 

/ = 16/ PU2-"d" 

K 
3/? + l 

An 

(6) 

Metzner and Reed (1955) identified the denominator as a gen
eralized Reynolds number 

Re' =pU2-"d"/ 
3 « + l 

An 
K 8" (7) 

and noted that 

/ = 1 6 / R e ' (8) 

The formulation reduces to the conventional relationship 
for Newtonian fluids. Figure 14 presents pressure drop meas
urements for both aqueous polyacrylamides and aqueous pol
yethylene oxide solutions taken in three different diameter 
tubes (Ng et al., 1980). The experimental data are in good 
agreement with the power law predictions. 

The fully established velocity distribution resulting from the 
solution of the momentum equation can be substituted into 
the energy equation and the equation can be solved for either 
the constant heat flux or the constant wall temperature bound
ary condition. Detailed experimental heat transfer results cov
ering a wide range of power law exponents and thermal 
boundary conditions are available and are in agreement with 
the power law predictions (Cho and Hartnett, 1982). 

On the basis of the available measurements of friction factors 
and Nusselt numbers, it can be concluded that viscoelastic 
fluids in steady laminar pipe flow behave as purely viscous 
non-Newtonian fluids. However, under unsteady flow con-
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ditions (e.g., pulsating flows, entrance region flows, etc.) the 
behavior of viscoelastic fluids is expected to deviate from that 
of purely viscous fluids since the fluid elasticity can now come 
into play. 

Laminar Flow In Rectangular Channels. The purely vis
cous power law model was shown to predict the pressure drop 
and heat transfer behavior of viscoelastic aqueous polymer 
solutions in fully established laminar pipe flow. It seems rea
sonable, as a first approximation, to try the same approach 
when dealing with aqueous polymer solutions in fully estab
lished laminar flow through rectangular channels. 

Kozicki et al. (1966) showed that the friction factor for fully 
established laminar flow of a power law fluid in a rectangular 
channel can be given with good accuracy by the following 
relationship: 

/ = 16/Re* (9) 

where Re* is the Kozicki generalized Reynolds number 

Re* -Pu2-"di dV 8n~1K\b + (10) 

Here a and b are functions of the aspect ratio (Kozicki et 
al., 1966). Equations (9) and (10) are valid for other geometries 
as well. In the case of the circular tube the values of a and b 
are 0.25 and 0.75, respectively, and Re* becomes identical with 
Re', and Eq. (6) becomes a special case of the generalized 
Kozicki formulation. 

Experimental pressure drop measurements have been re
ported for viscoelastic aqueous polymer solutions in laminar 
flow through a square duct (Hartnett et al., 1986), a 2:1 rec
tangular duct (Hartnett and Kostic, 1985) and a 5:1 rectangular 
duct (Bhamidipaty, 1988). Figure 15 presents the square duct 
measurements taken under isothermal conditions, and they are 
seen to be in excellent agreement with the power law prediction. 
Measured friction factors for the 2:1 duct and the 5:1 duct 
taken under nonadiabatic conditions show some scatter, but 
overall the agreement with the power law prediction is within 
± 10 percent. On the basis of these experimental results it can 
be concluded that the fully developed friction factors for the 
laminar flow of aqueous polymer solutions in rectangular 
channels may be predicted with good accuracy by the power 
law model. Furthermore, it is tentatively recommended that 
the power law prediction be used to estimate the fully estab
lished friction factor for the laminar flow of aqueous polymer 
solutions through any noncircular geometry, whose cross sec
tion does not vary in the flow direction. 

Turning to the heat transfer behavior of aqueous polymer 
solutions flowing through rectangular geometries, the power 
law model might appear to offer a reasonable estimate. This 
model has been shown to yield acceptable predictions of the 
pressure drop and heat transfer for established laminar pipe 
flow, as well as reasonable estimates of the pressure drop for 
established laminar flow in rectangular channels. The analyt
ical approach is straightforward and local Nusselt values have 
been reported over a range of aspect ratios and power law 
exponents for a number of thermal boundary conditions (Hart
nett and Kostic, 1989). For a fixed aspect ratio and a given 
set of thermal boundary conditions, the local Nusselt number 
increases by approximately 10 percent from the Newtonian 
value as the power law index decreases to 0.5. 

Against this background, laminar flow experimental heat 
transfer studies have been carried out in a 2:1 rectangular duct 
with aqueous solutions of polyacrylamide (Separan AP273) by 
Kostic (1984) and Xie (1991) and with aqueous polyacrylic acid 
(Carbopol 934) solutions by Xie (1991). The experimental pro
cedure was validated by measurements with water as the test 
fluid with the upper wall being heated and the other three walls 
adiabatic. The thermal boundary condition approximated con

stant heat flux axially and constant temperature peripherally. 
Free convection effects should be negligible for this case. 

Figure 16 presents the measured local Nusselt values for 
water and several aqueous polymer solutions. Also shown is 
the Newtonian prediction of Wibulswas (1966) for the case 
where all four walls are heated, the H\(4) boundary condition, 
with simultaneous development of velocity and temperature 
distribution and a Prandtl number of 10. Also, shown for 
reference is the limiting Nusselt value when only one of the 
longer walls is heated,the H\{\L) boundary condition (Shah 
and London, 1978), which is seen to result in lower values of 
the heat transfer coefficient as compared to the H\{A) con
dition. Taking this into account, the measured heat transfer 
performance of water is in general agreement with the predicted 
values. 

If the aqueous polymer solutions behaved as purely viscous 
fluids, their local Nusselt values should be approximately 10 
percent higher than the values measured for water. In actuality 
the measured Nusselt values for both aqueous polymer solu
tions were three to four times greater than found for water. 
The fact that the Carbopol solution, which behaved like a clay 
slurry under turbulent flow condition, actually shows higher 
Nusselt values than the Separan solution is of special interest. 

Experimental results were also obtained for the case where 
the lower wall was heated and the other three walls adiabatic 
(Fig. 17). As expected, the water results were higher for this 
case, as compared to the upper wall heating condition, re
vealing the effects of free convection. In contrast, the two 
aqueous polymer solutions demonstrated about the same be
havior for the upward heating case as found in the downward 
heating configuration. 

These experimental results are consistent with earlier pre
dictions of Green and Rivlin (1956) and Wheeler and Wissler 
(1966) that normal stress differences acting on the fluid bound
ary of viscoelastic fluids in laminar flow through noncircular 
geometries give rise to secondary flows. It is hypothesized that 
these secondary motions completely overwhelm any free con
vection effects in the aqueous polymer experiments reported 
here. Furthermore, since it is predicted that the secondary flows 
increase with fluid elasticity, it appears that the aqueous Car
bopol solution is more elastic than the Separan solution. Other 
investigators (for example, Kostic, 1991) suggest that the in
creased heat transfer may be associated with the combination 
of a weakly elastic fluid and flow-induced anisotropic behav
ior. Finally, it should be noted that in spite of the presence of 
secondary flows, the fully established friction factor for lam
inar flow through noncircular channels can be predicted with 
good accuracy by the purely viscous power law relationship. 

Concluding Remarks 
Although a reasonable estimate of the pressure drop and 

heat transfer may be made for some aqueous polymer solutions 
under certain conditions, the behavior of these fluids is in 
general not well understood. For example, we cannot explain 
why viscoelastic aqueous Carbopol solutions under turbulent 
flow conditions behave like purely viscous clay slurries and 
not like other aqueous polymer solutions. In contrast, under 
laminar flow conditions such Carbopol solutions show vis
coelastic behavior. This observation brings out the following 
experimental and analytical research challenges: 

8 Characterization of viscoelastic fluids: What basic Theo
logical properties need to be measured in order to be able 
to predict pressure drop and heat transfer? 

9 Development of new instrumentation and new techniques 
to measure basic rheological properties (e.g., the first and 
second normal stress differences and the extensional vis
cosity for low and moderate polymer concentrations). 

• Formulation of analytical models that are simple enough 
to predict laminar flow heat transfer performance but 
sufficiently complex to capture the physics. 
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• Measurements of the velocity distribution for laminar flow 
in noncircular channels. 

One interesting question that remains unanswered is whether 
a purely viscous non-Newtonian fluid exists. It has been dem
onstrated that a viscoelastic fluid behaves like a purely viscous 
fluid under fully established laminar pipe flow conditions and 
accordingly the purely viscous fluid model is useful as a pre
dictive tool. Nevertheless, to the author's knowledge, rheo-
logical measurements of the phase shift between the shear strain 
input and the shear stress output show all of the non-Newtonian 
fluids studied to date to be viscoelastic. If a purely viscous 
non-Newtonian fluid can be identified, it would be interesting 
to show that there are no secondary flows associated with the 
fully established laminar flow of such fluids through noncir
cular channels. 

Clearly, there are many interesting and important research 
opportunities associated with this important class of visco
elastic fluids. 
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Transient Heat Transfer in a 
Conducting Particle With Internal 
Radiant Absorption 
The objective of the present work is to analyze rigorously the transient heat transfer 
of an irradiated particle by treating the radiant absorption on a local basis. A new 
conduction-to-radiation parameter is introduced to characterize the relative impor
tance of heat transfer by conduction as compared with that by radiation. The study 
on the transient temperature field as a function of conduction-to-radiation parameter 
establishes a criterion identifying the circumstances where heat transfer by radiation 
is so predominant that conduction is negligible. The current effort is also directed 
at developing a convenient method for predicting the transient local maximum 
temperature and explosion time delay of an intensely irradiated liquid droplet. 

Introduction 
Since the spatial distribution of radiant absorption within 

an irradiated particle can be highly nonuniform, the temper
ature may rise unevenly, generating a thermal gradient and, 
thereby, heat transport phenomena. The assumption of uni
form volume absorption or boundary absorption is no longer 
an appropriate method to account for radiation interaction 
with small particles. Homogeneous volume absorption exists 
only when the size-to-wavelength parameter is smaller than 
one, while boundary absorption occurs only when the param
eter is large. It is the objective of the present work to analyze 
rigorously the heat transfer in a conducting particle with in
ternal radiant absorption. Unlike the conventional method, 
the current one treats radiative absorption on a local basis, 
rather than global interaction. The central theory applied here 
is the classical electrodynamics of Maxwell's equations from 
which the local distribution of radiant absorption within a 
particle is obtained. 

Previous work concerning heat transfer in an irradiated par
ticle often neglected the thermal diffusion term in its analysis 
(Pendleton, 1985; Chitanvis, 1987). Park and Armstrong (1989) 
present slow and fast heating regimes for the heating of an 
irradiated droplet by carrying out a one-dimensional analysis. 
In their slow heating regime, the quasi-steady-state approxi
mation was adopted; in the fast heating regime, the energy 
loss through conduction to the ambient gas was neglected. 
There was, however, neither any criterion nor justification 
provided as to when the conduction term in the energy equation 
was negligible. A new conduction-to-radiation parameter is 
introduced in the present study, and its effect on the heat 
transfer behavior of an irradiated particle is investigated. This 
nondimensional radiation parameter is useful to characterize 
the relative importance of energy transfer by conduction as 
compared with that by radiation. The transient temperature 
field as a function of conduction-to-radiation parameter is 
studied, particularly, to establish a criterion that identifies the 
circumstances where heat transfer by thermal radiation is so 
predominant that thermal diffusion is negligible. The current 
effort is also directed at predicting the local maximum tem
perature and explosion time delay of an intensely irradiated 
liquid droplet by the approximate relations presented here. 
The local maximum temperature and explosion time of a water 
droplet obtained from the approximate relations are compared 
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with previous analytical results (Prishivalko and Leiko, 1980; 
Prishivalko, 1983). The transient temperature distribution in 
a 20-jU.m-radius water droplet irradiated by a C02 laser is cal
culated, and is qualitatively compared with the experimental 
observations of Kafalas and Ferdinand (1973). 

Analysis 
The present analysis focuses on the transient temperature 

distribution induced by electromagnetic heating. When an in
frared electromagnetic wave penetrates a particle, its energy 
is locally absorbed and dissipated as heat within the medium. 
As a result, the temperature of the irradiated particle rises. 
The current work numerically solves the transient energy equa
tion with electromagnetic heating as the source term to deter
mine the temperature distribution of an irradiated particle. 
Both the thermal diffusion and volumetric radiation heat source 
terms are considered in the energy equation to account for the 
heat transport for such a system. The internal distribution of 
absorbed radiant energy is obtained from the solution of Max
well's equations (Bohren and Huffman, 1983; Tuntomo et al., 
1991). A homogeneous spherical particle irradiated by an un-
polarized, uniform, monochromatic plane wave is assumed to 
simplify the analysis. 

Assumptions. The following assumptions are made for the 
theoretical study of the heat transfer phenomena in a small 
particle, irradiated by an unpolarized monochromatic plane 
wave: 

1 The temperature field is axisymmetric, only radial and 
azimuthal dependent. 

2 Thermophysical properties and complex refractive index 
of the particle are constant with respect to temperature vari
ation. 

3 Evaporation is neglected in the case of a liquid droplet. 
4 Heat transfer inside the droplet is considered to be purely 

conductive. 
Assumption (1) is valid only when an unpolarized electro

magnetic wave is considered. The reason is that the spatial 
distribution of absorbed radiant energy in a sphere, engendered 
by unpolarized electromagnetic wave, is axisymmetric. The 
validity of assumption (2) has been verified in previous work 
(Prishivalko and Leiko, 1980). It is reported that, for an ir
radiated water droplet, the explosion times obtained with con
stant properties agree within 3 percent of tolerance with those 
determined with temperature-dependent properties. Thus, a 
constant properties assumption is considered to be accurate 
enough for describing the heat transport process. Assumption 
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(3) is appropriate because the nonstationary thermal process 
in this problem is too fast to allow a substantial amount of 
liquid to be evaporated from the droplet before micro-explo
sion occurs. As observed in a previous study (Prishivalko and 
Leiko, 1980), the time needed for an intensely irradiated drop
let to reach explosive boiling condition is so short that the 
radius of the droplet alters by not more than 8 percent before 
the onset of explosion. Since the droplet is extremely tiny, the 
Rayleigh number, which is a function of the cube of the char
acteristic length, is very small in this problem. As stated in 
assumption (4), free interhal convection caused by buoyancy 
effect is, therefore, neglected. 

Formulation. The governing equation for the temperature 
field in a particle with internal radiant absorption is obtained 
from the conservation of energy. Subject to the stated as
sumptions, the transient energy equation in two-dimensional 
spherical coordinates with thermal diffusion and volumetric 
radiation heat source term can be written as 

dT 
pc"TrK 

i a 
?*{r 

dT 

dr 

1 
sin 6 36 

dT 
sin 8 — 

86 
+ Q(r,6) (1) 

where Tis temperature, t time, p mass density, cp specific heat, 
and K thermal conductivity. The internal distribution of ab
sorbed radiant energy, Q, is expressed as 

Q(r,6) = ^ S ( r , 6 ) (2) 

where I0 is the intensity of incident radiation, X is the wave
length, n and k are respectively the real and imaginary parts 
of the complex refractive index. The spatial function, S, de
notes the normalized source function and is defined as 

2 

S(r,6)- (3) 

where E is internal electric field and E0 is the amplitude of 
incident wave. The absorbed energy distribution, Q, is deter
mined from the solution of Maxwell's equations. The detail 
of computing Q has been discussed in previous work (Tuntomo 
et al., 1990). By substituting Eq. (2) into Eq. (1), the governing 
equation for the temperature field of an irradiated sphere be-

- - - K 
" 1 3 / 2 3 r \ 
r2 dr \ dr) 

1 d 
+ r2 sin 6 36 Hf) t Airnkl0 

A 
S(r, 6) (4) 

The resulting governing equation has to satisfy the following 
initial and boundary conditions: 

Initial Condition 

T(r,6,t = 0) = To 

Boundary Conditions at t>0 

\T(r = 0, 6, t)\<oo 

dT 

dr 
(r = a, 6, 0 = 0 

FlT1 AT 
— (r,6 = 0,t) = —(r,6 = Tr,t) = 0 

(5a) 

(5b) 

(5c) 

(5d) 

Note that in Eq. (5c), an adiabatic boundary condition is 
imposed at the surface of the particle. In reality, the particle 
does lose heat at its surface via convection and radiation. The 
maximum possible flux of both convection, given by h(T- T„), 
and emitted radiation, given by oT4, is, however, much smaller 
than the incident radiative flux, where h denotes heat transfer 
coefficient, Tx ambient temperature, and a Stefan-Boltzmann 
constant. Thus, an adiabatic boundary condition is appropri
ate. 

Nondimensionalization. A set of appropriate nondimen-
sional variables defined for simplifying the analysis is listed 
below: 

T-Tn t* = (6) 
Tc-T0' 

where T* is nondimensional temperature, r* radius, and t* 
time. The characteristic temperature, Tc, is assigned to be the 
maximum possible temperature of a material before the onset 
of phase transition. For a solid, the characteristic temperature 
is the one at the melting point. For liquid, it is the spinodal 
temperature. In the case of a water droplet, the characteristic 
temperature is set to 578 K, which is the maximum superheat 
temperature of water at 1 atm. The attainment of a temperature 
of 578 K is commonly adopted by previous investigators (Pri
shivalko, 1980; Pendleton, 1985) as a criterion to characterize 
the onset of micro-explosion in water droplet. It has also been 
shown that observed delays in laser-induced explosion of water 
droplets could be explained by homogeneous nucleation of 
vapor caused by superheating (Park et al., 1990). The physical 
radius is chosen as the reference length scale in the nondi
mensionalization of independent variable. The time, tc, is the 
characteristic time scale of radiation absorption and is defined 
as 

tc-
pcpaAT 

(7) 
2nkxl0 

where x is,the size-to-wavelength parameter, and AT is given 
by 

AT=TC-T0 (8) 

Substituting the nondimensional variables listed in Eq. (6) 
into the energy Eq. (4) and the initial and boundary conditions 
(5a-d) gives 

Nomenclature 

a = sphere radius 
cp = specific heat 
E = internal electric field vector 

E0 - incident electric field amplitude 
I0 = intensity of incidence radiation 
k = extinction coefficient 
K = thermal conductivity 
n = real refractive index 

N = conduction-to-radiation param
eter 

Q = 

r = 
S = 

t 
• tc 

*expl 

T 

internal distribution of radiant 
absorption 
radial coordinate 
normalized source function 
local maximum radiant absorp
tion 
time 
characteristic time scale 
explosion time delay 
temperature 

Tc = characteristic temperature 
rmax = local maximum temperature 
T0 = initial temperature 
x = size parameter = 2ira/X 
a - thermal diffusivity 
X = wavelength 
6 = polar coordinate 
p = mass density 

Superscripts 

* = nondimensional variables 
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Fig. 1 Temperature distribution tor various size parameters and con
stant A/at J* = 0.04 
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where N is the conduction-to-radiation parameter defined as 

KAT 
N= 

2nkaxln 
(11) 

This dimensionless parameter is a qualitative ratio of the con
ductive-to-radiative heat fluxes. 

Numerical Scheme. The analytical solution to the above 
equations is not feasible due to the highly complicated radiation 
heat source term. A fully implicit numerical method is, there
fore, employed to determine the transient temperature distri
bution of an irradiated particle. The system of Eqs. (9), (10a-
d) is discretized by the implicit finite-difference scheme. The 
second-order centered difference is utilized for the discreti
zation of the spatial derivatives in the diffusion terms, while 
the first-order finite difference is used for that of the time 
derivative. Since the temperature gradients in some of the 
conditions are expected to be large near the surface of the 
particle, a very fine grid spacing near the surface is required 
for the accuracy of the results. Therefore, a variable spacing 
grid system is adopted in radial direction. The grid spacing in 
angular direction remains uniform. The alternate direction 
predictor corrector method, which provides unconditional sta
bility (Patnaik, 1986; Chiang et al., 1989), is applied for solving 
the resulting discretized equations. 

Results and Discussion 
The temperature fields determined from Eq. (9) are pre

sented here in a three-dimensional form to demonstrate clearly 
their spatial variation. The effect of the size parameter on the 
spatial variation of temperature distribution is illustrated in 
Fig. 1. Lying on the x-y plane is the cross section of a spherical 
particle, where the irradiation traverses from left to right in 
the positive x direction. The magnitude of the dimensionless 
temperature, T*, is shown by the scale along the vertical axis. 
The temperature fields of four irradiated particles, which have 
the same complex refractive index, 1.5 + 0.1/, but different 
diameters, are plotted. The size parameters, x, of the particles 
range from 1 to 100; while the conduction-to-radiation pa
rameter is fixed at 0.001. It can be discerned from Fig. 1 that 
the temperature distribution for x= 1 is fairly uniform. How
ever, as the size parameter increases, the temperature field 
becomes highly uneven. The distribution has a very sharp peak 
at the back side of the particle, as shown for the case of x= 10. 
This precipitous increase of temperature gradient at the back 
side is due to the focusing effect, where the curved surface of 
the particle acts like a convex lens and concentrates the elec
tromagnetic waves at the focal point. As the size parameter 
increases further, the skin absorption becomes predominant; 
and hence, the temperature distribution shows a maximum at 
the illuminated surface, as depicted for the cases of x= 50 and 
100. It should be noted that the temperature fields plotted in 
this figure for various size parameters are coherent with the 
internal distributions of radiant absorption presented in the 
previous work (Tuntomo et al, 1991). 

The conduction-to-radiation parameter, N, introduced in 
this study characterizes the importance of heat transfer by 
thermal conduction in relation to that by radiation. The phys
ical significance of this number is better envisioned if it is 
rearranged in the form 

N= 
KAT/a Conductive flux 
2nkxl„ Radiative flux 

(12) 

The large value of N corresponds to the conduction-dominating 
case, and the small value to the radiation-dominating case. 
This number is generally more fundamental than the conven
tional one (Ozisik, 1973). This new dimensionless number in
volves both n and k, the fundamental optical properties of a 
material, in the denominator, which corresponds to the ra
diative flux; whereas the conventional one has only n in the 
denominator. The conventional conduction-to-radiation pa
rameter has the temperature in the numerator and the one in 
the denominator canceling each other out. Strictly speaking, 
the characteristic temperature in the numerator, which cor
responds to the conductive flux, should not be canceled out 
with the one in the denominator, since they are not comparable. 
The characteristic temperature in the numerator is a value to 
indicate the temperature gradient, which induces thermal dif
fusion, while the one in the denominator is a number to quan
tify the radiative flux. The current one, however, considers 
the maximum possible temperature between two points in the 
medium as the characteristic temperature in the numerator. 
This practice is more appropriate since heat transfer by con
duction is governed by temperature gradient. 

The effect of the conduction-to-radiation parameter on the 
heat transfer phenomena of an irradiated microscale particle 
is presented in Fig. 2. The volumetric radiation heat source 
terms for all the cases in the plots are identical, since both the 
complex refractive indices and size parameters of all the cases 
are fixed at 1.5 + 0.01/ and 10, respectively. These specific 
values of m and x are chosen for the computation because they 
provide a very typical distribution of internal radiant absorp
tion. This typical distribution has a very strong, sharp peak 
at the back side of the particle, and thus creates an extremely 
large energy gradient. In the figure, the temperature distri
butions at the same nondimensional time, t* = 0.03, are plotted 
for various N. The plot with N= 0.0 illustrates the temperature 
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Fig. 2 Temperature distribution for various conduction-to-radiation pa
rameters and constant x at f * =0.03 

field obtained with the conduction term neglected. It can be 
seen that the temperature distribution for ZV=0.01 is almost 
identical to that for A^=0.0. The reason is that, at such a low 
value of N, the rate of heat transfer by thermal radiation is 
so large that thermal diffusion becomes negligible. The im
portance of thermal diffusion, however, becomes comparable 
to that of radiation as N increases. The energy at the local 
maximum diffuses out and the peak turns smoother, as shown 
in the cases for N= 0.1 and N= 1. As Nincreases further, heat 
transfer by conduction becomes predominant. The uniform 
temperature field observed in the case for 7V= 100 is due to 
the fact that the energy absorbed unevenly within the particle 
can be rapidly and evenly distributed throughout the medium 
by thermal diffusion. The transient temperature field at 7V> 100 
can be evaluated by the lump capacitance approximation if t 
is larger than the thermal diffusion characteristic time, given 
by a2/a, where a is thermal diffusivity, since heat transfer by 
conduction is so efficient at such values of N, as compared 
with that by radiation. 

The local maximum temperatures, T^x, of an irradiated 
particle with various conduction-to-radiation parameters, are 
presented in Fig. 3 as a function of time. The local maximum 
temperatures for N ranging from 0.0001 to 100 are compared 
with the one for yV=0 in the figure. It is demonstrated that 
the agreement between the local maximum temperatures for 
TVs 0.01, and that for N=0 is within 10 percent of tolerance. 
The discrepancy between them, however, increases dramati
cally as iVis increased. Based on the results shown in Figs. 2 
and 3, it can be concluded that heat transfer by thermal dif
fusion can be neglected when the conduction-to-radiation pa
rameter is smaller than 0.01. 

The energy equation for the case of /V<0.01 can, therefore, 
be simplified as follows: 

N=10 
N = 100. \ 

0.000 0.005 0.010 0.015 0.020 0.025 0.030 

,* 
Fig. 3 Dimensionless local maximum temperature as a function of time, 
r, for different conduction-to-radiation parameters, N 

From Eq. 14 
0 Prishivalko (1983) 

0.4 

Fig. 4 Transient local maximum temperature of a 15-/tm-radius water 
droplet irradiated by a C02 laser with an intensity of 105 W/cm2 

dT* 
~dt' 

- = S(r*, 6) (13) 

Since the volumetric radiation heat source term is not a func
tion of time, the transient temperature distribution can easily 
be determined by integrating Eq. (13) with respect to time. The 
resulting equation is written as 

T*(r*,d,t*) = S(r*,8)At* (14) 
The local maximum temperature as a function of time can also 
be obtained from Eq. (14) by substituting S(r*, 6) for the local 
maximum radiant absorption, Smax. The solution of Maxwell's 
equation has to be utilized for computing the value of Smax. 

The local maximum temperature of a water droplet irradi
ated by a C02 laser with an intensity of 105 W/cm2 has been 
determined from Eq. (14). The result is given in Fig. 4, and 
is compared with that of Prishivalko (1983), which is obtained 
by numerically solving the energy equation with conduction 
and volumetric radiation heat source terms included. The 
agreement between the two results is excellent. The radius of 
the droplet is 15 /xm, and the complex refractive index of water 
at 10.6 fim is 1.18 + 0.07/'. Hence, the conduction-to-radiation 
parameter in this case is 0.009. The local maximum temperature 
obtained from Eq. (14) for such a small value of Nis, therefore, 
expected to be accurate, as confirmed by the figure. 

In addition, if the intensity of an incidence beam is large, 
the time needed for micro-explosion to occur can be approx
imated by 

1 expl , 
1 

(15) 

where t*xp] denotes dimensionless explosion time delay. This 
formula is obtained by rearranging Eq. (14) and substituting 
Smax for S(r", 0). The dimensionless temperature, T*, is set to 
1, since the onset of micro-explosion is assumed to happen 
when the temperature of the hottest spot within the droplet 
reaches the maximum superheat temperature of the liquid. 
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Table 1 Water droplet explosion time delay obtained from (a) the ap
proximate relation, Eq. (15), and (b) Prishivalko and Leiko (1980) 

Radius (|im) 
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5 x l 0 4 

5 x l 0 5 
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' expl. 
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18.68 

26.02 
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1.86 

2.60 

2.66 

0.93 

1.30 

1.33 

( U S ) 
b 

37.74 

38.25 

37.76 

2.31 

2.91 

2.73 

0.97 

1.39 

1.32 

Equation (15) has been applied to determine the explosion time 
delay of a water droplet irradiated by a C02 laser. The explo
sion times computed from the approximate equation and those 
determined by Prishivalko and Leiko (1980) are presented in 
Table 1 for various droplet radii and incident radiant inten
sities. One can see that the results from the approximate method 
agree well with those from Prishivalko and Leiko (1980) at 
high intensity. The agreement becomes worse as the radiant 
intensity is decreased. The explosion times predicted by Eq. 
(15) for the cases of /„ = 5 x 104 W/cm2 are much shorter than 
those from the previous investigators. The conduction-to-ra
diation parameters in these cases are not less than 0.01, and 
hence, heat transfer by conduction should not be neglected. 
The large discrepancies at low intensity are, thus, attributed 
to the omission of thermal diffusion in the approximate for
mula. A large value of TV, as in the case of I0 = 5 x 104 W/cm2, 
results in a more rapid diffusion of the energy at the maximum 
temperature within the droplet and, thereby, in an increase in 
the time needed to attain the superheat temperature. 

The temperature fields of two identical water droplets ir
radiated with different radiant intensities are plotted in Figs. 
5 and 6 at various times. The intensities applied on the droplets 
in Figs. 5 and 6 are 1011 W/m2 and 10 W/m2, respectively. 
The magnitude of the temperature fields in both figures in
creases as time proceeds. The shapes of the distributions in 
the case of 7o=10n W/m2 remains unchanged with time, 
whereas those in the case of I0 = 107 W/m2 keeps varying with 
time and eventually becomes flat at t* = 1. This phenomenon 
can be explained by the use of the conduction-to-radiation 
parameter. For high radiant intensity, the value of TV is small, 
and thus, the heat transfer mechanism is dominated by radia
tion. The transient temperature field due to strong irradiation 
responds in a manner according to Eq. (14). For low radiant 
intensity, the value of TV is large, and thus, thermal diffusion 
is the dominating heat transfer mechanism. Under this con
dition, the diffusion mechanism is able uniformly and effi
ciently to distribute the energy within the medium, whenever 
there is absorbed radiant energy locally concentrated at a spot 
in the droplet. 

The three-dimensional temperature fields plotted in Fig. 5 
are also compared to the pattern of explosive vaporization of 
a water droplet shown in the photographs taken experimentally 
by Kafalas and Ferdinand (1973). The photographs illustrate 
the onset of the explosion of a 20-/xm-radius droplet being 
radiated by a 10.6-/xm laser pulse. By observing the explosion 
pattern, it can be inferred that the illuminated surface of the 
droplet has higher temperature than the rest of the volume 
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Fig. 5 Transient temperature distribution of a 20-/im.radius water drop
let irradiated by a C02 laser with an intensity of 1011 W/m2 
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Fig. 6 Transient temperature distribution of a 20-ftm-radius water drop
let irradiated by a C02 laser with an intensity of 107 W/m2 

(Kafalas and Ferdinand, 1975; Pendleton, 1985). This exper
imentally observed energy distribution agrees well with the 
theoretical results presented in Fig. 5. 

Conclusions 
The transient energy equation, which includes conduction 

and volumetric radiation heat source terms, is solved numer
ically to obtain the temperature distribution of an irradiated 
particle. The solution from electromagnetic theory is applied 
to determine the internal distribution of absorbed radiant en
ergy. The effect of size parameter on temperature distribution 
is examined. The shapes of the distributions for various size 
parameters and at a low value of conduction-to-radiation pa
rameter are found coinciding with the patterns of the internal 
radiant absorption distributions presented in the previous work 
(Tuntomo et al., 1991). 
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The conduction-to-radiation parameter, N, introduced here 
characterizes the relative importance of conduction with re
spect to radiation. A criterion that identifies the circumstances 
where conduction is negligible as compared with radiation is 
established by studying the transient thermal behavior of the 
particle as a function of conduction-to-radiation parameter. 
It is observed from the results that the thermal diffusion term 
can be neglected from the energy equation without incurring 
too much error only when the value of the parameter is less 
than 0.01. The error in computing the temperature distribution, 
induced by omitting the conduction term, is less than 10 percent 
in the cases considered here for 7v"<0.01. It is also observed 
that when N>100 and t>a2/u, the lump capacitance ap
proximation can be applied to calculate the transient temper
ature of an irradiated particle. 

Simple approximate methods, Eqs. (14) and (15), for pre
dicting the local maximum temperature and explosion time 
delay of an intensely illuminated droplet are presented. Special 
emphasis is laid on a water droplet irradiated by a C02 laser. 
The local maximum temperature and explosion time deter
mined from the approximate relations for such a system are 
compared with the numerical results reported in previous work 
(Prishivalko and Leiko, 1980; Prishivalko, 1983). The com
parisons show that these approximate relations can accurately 
predict the local maximum temperature and explosion time of 
an irradiated droplet, if the conduction-to-radiation parameter 
of the system is less than 0.01. 
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Thermal Resonance Under 
Frequency Excitations 
The resonance phenomenon of thermal waves is studied in this work. Under the 
excitation of a body heat source oscillating at a certain frequency, both the tem
perature and the heat flux waves are found excitable to resonance. The physical 
conditions necessary for this unusual behavior to occur are obtained in terms of the 
resonance amplitude and the modal frequency. It has been shown that thermal 
resonance is a high-mode phenomenon. Only the wave modes with a modal frequency 
exceeding a critical value of0.6436f with f being the critical frequency of the solid 
medium, may present resonance. This unique behavior is attributed to the partition 
of the over- and underdamped waves oscillating in time. The critical mode numbers 
governing (i) the transition from an over- to an underdamped mode, and (») the 
occurrence of thermal resonance phenomenon, are derived analytically. A length 
parameter, the relaxation distance extended from the concept of relaxation time, is 
found to dominate these critical mode numbers. Last, the thermal wave speed is 
related to the resonance frequency, which provides an alternative approach to de
termining the thermal wave speed in solids. 

Introduction 

The merit of the wave model, in contrast to the classical 
diffusion theory, lies in its unique way of describing a thermal 
signal propagating in solids with a finite wave speed. The finite 
wave speed has intrinsic influences on the mechanisms of heat 
transfer. Mathematically, it renders an energy equation hy
perbolic in nature. While the thermal wave speed resides in 
the wave term, the thermal diffusivity plays a role of damping 
in the thermal wave propagation. The weighted effect between 
the two is defined as the relaxation time (Chester, 1963) in the 
wave theory. Under this frame, the classical diffusion theory 
is a special case of immediate response and the relaxation time 
is zero. The so-called hyperbolic theory of heat conduction 
(Baumeister and Hamill, 1969; Taitel, 1972; Wiggert, 1977; 
Vick and 6zi§ik,T983, Ozisik and Vick, 1984; Frankel et al., 
1987) studies the relaxation behavior in the history of thermal 
wave propagation. For both temperature and flux waves, a 
general feature is that a sharp wavefront exists when pene
trating through a solid medium. In addition, for problems 
involving a fast-moving heat source (Tzou, 1989a, 1989b) or 
a rapidly propagating crack tip (Tzou, 1990a, 1990b), the ther
mal shock formation is a physical phenomenon pertinent to 
the wave theory. The mechanisms involved are much more 
than a simple switch from a parabolic to a hyperbolic equation. 
A detailed survey categorizing past research according to their 
different emphases is provided in a recent annual review article 
by Tzou (1991a). 

From a physical point of view, the thermal wave model 
possesses a path-dependency behavior, which cannot be de
picted by the diffusion theory. This important characteristic 
can be illustrated as follows. According to the constitutive 
relation in the thermal wave model, 

q(r, t + T)=-kVT(r, t), (1) 

a phase lag r (or called the relaxation time) exists between the 
heat flux and the temperature gradient in the time history. The 
temperature gradient established in a material volume at time 
t results in a heat flux that occurred at a later time t + r due 
to the insufficient time of response. For combining with the 
energy equation, however, all the physical quantities involved 
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must be at the same instant of time. The Taylor's series ex
pansion is thus applied to the heat flux q in Eq. (1) to give 

q(r, t) + qt(r,t)T + qtt(r,t)T2/2\ 
+ • • - = -kVT(r,t). (2) 

In the linearized thermal wave theory, the phase lag T is as
sumed small and the higher order terms in Eq. (2) are neglected. 
By retaining only the first-order term in r, the constitutive Eq. 
(2) becomes 

q(r, 0 + rq,(r, t)=-kVT(r, t). (3) 

An explicit expression for q in relation to V f results from a 
direct integration: 

q(r, 0 = ~ - e x p ( - •t/r) \ exptf/ r ) v r ( r , M , (4) 

which yields the following algebraic form by the mean value 
theorem: 

q(r, 0 = — exp(-f / r ) [exp(r/T)vr(r, T)] 
T 

for r€[0 , f l . (5) 

The value of T depends on the entire history of the function 
[exp(F/T)VT(T, T)] from 0 to /. Equation (5), consequently, 
indicates that the heat flux at time t depends on the entire 
history of the temperature gradient established from 0 to t. 
This observation, in essence, is parallel to the model of fading 
memory proposed by Gurtin and Pipkin (1968). Such a path 
dependency in heat conduction, obviously, cannot be described 
by a diffusion behavior assuming an immediate response be
tween the heat flux and the temperature gradient. Note that 
the response becomes immediate only if the speed of heat 
propagation (C) approaches infinity. This is an implicit as
sumption made in the classical diffusion model. 

In practice, there exist some situations where the wave nature 
in heat conduction dominates over the diffusion behavior. In 
the early stage of an abrupt boundary heating (Vick and Ozi§ik, 
1983; Ozi§ik and Vick, 1984), for example, discontinuities in 
both temperature and flux have been demonstrated for tem
perature ripples propagating in one-dimensional solids. In mul
tidimensional media, accumulation of thermal energy in a 
preferential direction around a fast-moving heat source (Tzou, 
1989a, 1989b) and a rapidly propagating crack tip (Tzou, 1990a, 
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1990b) results in the formation of thermal shock waves. The 
shock structure evolves from a flat to a quasi-hyperboloidal 
surface when additional constraints are imposed in the direc
tion perpendicular to the plane containing the moving origin 
(Tzou, 1990c). Especially in a process involving material dam
age, moreover, the thermal cracks can be initiated in a time 
interval much shorter than that required for the diffusion be
havior to be retrieved. Consequently, the wave nature in heat 
conduction must be considered in the analysis. Significant de
viations in the orientations of crack initiations from the dif
fusion theory, for example,' have been demonstrated by Tzou 
(1989c), who presents a completely different fracture pattern 
from that predicted by a diffusion behavior. The other char
acteristics of thermal waves, such as the restrictions from the 
causality condition in the special theory of relativity (Kelley, 
1968; Van Kampen, 1970) and the kinetic theory of molecular 
collisions (Bubnov, 1976; Berkovsky and Bashtovoi, 1977; 
Cheng, 1989), have been included as an entirety in the annual 
review article by Tzou (1991a) and will not be repeated here. 

The success of the thermal wave model lies in the deter
mination of the thermal wave speed in solids. It is an intrinsic 
thermodynamic property of the solid medium but, unfortu
nately, it has not been well established for engineering materials 
yet. In addition to the early work involving liquid helium by 
Peshkov (1944), a recent work by Kaminski (1990) reported 
the thermal wave speed and the relaxation time for media with 
nonhomogeneous inner structures. The thermocouples were 
used to detect the arrival of thermal signals. This is possible 
because the thermal wave speeds are in the range of millimeters 
per second (mm/s) for the media under considerations. In 
promoting the thermal wave theory to the level of engineering 
applications, however, a method capable of detecting the ther
mal wave speed in general is necessary. Especially for metals 
under normal conditions, the thermal wave speed is approx
imately on the order of 102 to 103 m/s. The thermocouples 
may not be applicable for these media with multicrystalline 
structures because the thermal signal may arrive much faster 
than that required for an effective response. 

Various ways for detecting the thermal wave speed in metals 
have been sought during the development of the thermal shock 
phenomena. For crack trajectory emanating from the heat 
source, for example, Tzou (1989b) made an attempt to correlate 
the crack initiation angle to the thermal wave speed. The com
plication of this approach, however, lies in the further de
pendence on the fracture criteria predicting the orientations 
of crack extension. Alternatively, the present work proposes 
a frequency approach emphasizing the response of thermal 
waves to external excitations. Through the flux formulation, 
first, the thermal resonance phenomena will be demonstrated 
analytically. The overdamped and the underdamped modes 
will then be separated to determine the excitable modes. At 
this stage, the thermal resonance will be shown to be a high-
mode phenomenon. Second, the resonance frequency of the 
thermal wave will be related to the thermal wave speed. Based 

on the resonance frequency measured in the future experiment, 
the thermal wave speed can then be computed analytically. 

The Flux Formulation 
When combining Eq. (3) with the energy equation 

-V-q + S = PCpT„ (6) 

the result may either have a temperature (7) or heat flux (q) 
representation. The ^representation is obtained by eliminating 
q from the two equations: 

a V 2 r + {\/pCp)[S + (a/C2)^] = (a /C 2 )^ , + T„ (7) 

with T being replaced by a/C2 (Chester, 1963). The q repre
sentation, on the other hand, is obtained by eliminating T: 

a { V [ V - q ] - V S ) = ( a / C 2 ) q „ + qr (8) 

which has the same mathematical structure in time as Eq. (7). 
The use of the Tor q representation depends on the boundary 
conditions. For problems involving temperature-specified 
boundary conditions, obviously, the T representation is more 
preferable. For problems involving flux-specified boundary 
conditions, on the other hand, the q representation is more 
convenient to use for avoiding the complex inversion from Eq. 
(4). This feature was first indicated by Frankel et al. (1985) 
and further demonstrated by Tzou (1989a, 1990a). In both 
formulations, note that an apparent heat source term, (a/C^S, 
in Eq. (7) and VS in Eq. (8), exists due to the effect of finite 
wave speed. 

Because thermal resonance is an aggravated response in time, 
consideration of a one-dimensional problem is sufficient. As 
an example, the boundary conditions at the two ends of the 
solid (x = 0 and L) will be assumed insulated to simulate a 
situation in the laboratory. It will be seen, however, that the 
approach adopted here is sufficiently general to cover other 
situations with different boundary conditions. The insulated 
boundary conditions involve heat fluxes, which necessitate 
consideration of the q representation. In a one-dimensional 
situation, Eq. (8) degenerates into the following form: 

qxx=(l/C2)q„ + (l/a)q,+ VS(*, t), 

which is to be solved under the boundary conditions: 

q(Q,t) = q(L,t) = 0. 

(9) 

(10) 

The Resonance Phenomenon 
For a body heat source oscillating at a frequency Q in time, 

the heat source function S(x, t) can be expressed as 

S(x,t) = Qexp(iQt)g(x) (11) 

with Q being the strength of the applied heat source and g(x) 
describing the nonhomogeneous distribution along the x di
rection. Combining Eqs. (9) and (11), the energy equation 
becomes 

Nomenclature 

C = thermal wave speed, m s _ 1 

Cp = heat capacity, kJ kg"1 K_ 1 

/ = critical frequency, s - 1 

k = thermal conductivity, W m" 1 

K"1 

L - length of the one-dimensional 
solid, m 

n = mode number of temperature 
waves 

q - heat flux vector, W m" 2 

Q = intensity of the specific heat 
source, W m~3 

S = heat source per unit volume, 
W m ~ 3 

t = physical time, s 
x = physical dimension, m 
a = thermal diffusivity, m2s_ 1 

f„ = damping rate defined as ;'ij„ 
for overdamped modes, s"1 

TJ„ = damping rate for under-
damped waves, s~' 

p = mass density, kg m 
T = relaxation time, s 

o>„ = modal frequency of the tem
perature wave, s" - l 

Superscripts and Subscripts 
X„ = the physical quantity X of the 

nth mode in oscillation 
X, x = differentiations to X with re

spect to x 
X* = dimensionless quantity of X 
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q„= (\/C?)q„ + (l/a)<7,+ Q exp(iO0G(x), (12) 

where the derivative of g(x), dg(x)/dx, is represented by another 
function of G(x). The purpose, then, is to find specific values 
of 0 (the excitation frequency) at which the amplitude of the 
heat flux wave is amplified. 

Bearing the time response in mind, the heat flux wave is 
expressed in terms of its modal representation: 

Substitution of Eqs. (13), (21), and (23) into Eq. (3) then gives 

q(x,f) = YJk,lf)<j>n(x) (13) 

with A„(0 being the time-dependent amplitude of the thermal 
wave. In principle, any orthogonal set of eigenfunctions 4>„(x) 
in the physical domain from x = 0 to L can be used for the 
purpose of expansion. In relation to the undamped thermal 
waves, however, the <j>„ functions satisfying the wave equation: 

9 « = (1/C2)?„ (14) 

will be selected. In other words, the damping effect from the 
thermal diffusivity, refer to Eq. (12), is omitted in constructing 
the eigenfunctions. Equation (14) allows a harmonic solution 
in time 

4(x' Q= 2 * " ^ exp(ia>„t). (15) 

Substituting Eq. (15) into Eq. (14) then yields 

4>n, xx = - ( " « / Q 2 0 n (16) 

which, along with the boundary condition (10), determines the 
eigenfunctions of <j)n{x): 

4>„{x) = sin(avc/C) with o>„ = nirC/L 

and « = 1 , 2, 3, ..., etc. (17) 

The time-varying amplitude A„(t) of the heat-flux wave can 
be determined by combining Eqs. (12) and (13). This results 
in 

( l / C X , u + (1/«)A„, , + (co„/Q2A„ = - QD„ exp(iQQ, (18) 

where D„ are the Fourier coefficients of the function G(x): 

Dn=\ G(.x)<t>n(x)dx/\ 4>l(x)dx (19) 

With the eigenfunctions shown by Eq. (17), for instance, 

D„ = (2/L) G(x) sin(nirx/L)dx 
Jo 

for M = 1, 2, 3,....etc. (20) 

In response to the harmonic excitation exp(/fi0 of the heat 
source, an admissible form for the amplitude function A„(0 is 

AM=A„exp(iQt). (21) 

By substituting Eq. (21) into Eq. (18), the complex amplitude 
A„ is thus obtained: 

1 
A„=-QD„- (22) 

The heat flux wave under the frequency excitation is then 
completely determined by combining Eqs. (13), (21), and (22). 

In reality, however, measurement on the temperature re
sponse is much easier than that on the heat flux. For this 
purpose, the temperature response can be obtained directly 
from Eq. (3). Under the same frequency excitation, assume 
the following form for temperature: 

00 

T(x, 0 = 2 ^ " exP('"^)<Aii, x a n d consequently 
n = l 

Oo 

(23) 

B„=-(Q/k)(C/f)2D„Aa, (24) 

with 

Aa(ri)--
1 + iQ* 

corKf-an + ifi*] 
fi* = 0 / / , and u„ = co„//. 

(25) 

The critical frequency/, reciprocal of the relaxation time T, is 
introduced here for the purpose of nondimensionalizations. 
Note that Bn in Eq. (24) is the amplitude of the temperature 
wave excited by the oscillating heat source. While the other 
parameters in Eq. (24) are independent of the excitation fre
quency Q, the amplitude Bn is dominated by the norm of 

\Aa\=\/AaAa IQ. (26) 

It depends on both the modal frequency w„ (defined in Eq. 
(17)) and the oscillating frequency Q of the heat source. Should 
a resonance phenomenon be possible, the norm of \Aa I shown 
by Eq. (26) possesses exaggerated values at specific values of 
fi. 

By substituting Eq. (25) into Eq. (26), a careful manipulation 
yields the following expression: 

l / ln l=K*2(fl*2+l)(u*2-2fl*2) + 0*6 + 2£r4 

+ fi*2]1/2/(co*2[co*4 + n* 2 ( l -2o)f ) + n*4]). (27) 

In thermal resonance, the maximum amplitude of the tem
perature wave is then depicted by the following condition: 

d\Aa\ 

dQ* 
= 0, (28) 

which gives a complicated equation to be solved for the specific 
values of Q*: 

[2fi* w*4 - 4$T (2Q*2 + l)o>*2 + 6Q*5 + 8fi*3 + 20*]/ (2(u*4 

- 2co„*2fi*2 + 0*4 + $T2) • [(Q*2 + l)o*4 - 2Q*2<2(Q*2 + 1) + fi*6 

+ 2Q*4 + fi*2]1/2 j + 2fi*(2a>„*2 - 2fi*2 - 1) • [((]* + 1 )< 4 

-2co*2n*2(0*2+l) + (]*6 + 2fi*4+n*2]1/2/(a)*4-2co*2Q*2 + fi*4 

+ Q*2)2 = 0. (29) 

For a specified value of modal frequency u„, Eq. (29) presents 
a special type of eighth-order polynomial for Q*. It can be 
elegantly arranged into the following form: 

[Q*2-co„* V " » 2 + 2+l ] - [0* 2 + o)* V " « 2 + 2 + l ] -

Vl-4co„*2 + 2a>*2-l 

0* 
-Vl-4co*2 

+ 2a>* 
= 0 (30) 

which renders eight possible roots for fi*: 

fi*=±Va>* yJcof + 2-1, 

fi*=±fVa)* V ^ f + 2 - 1 (31) 

fi'*=±V (\/l-4cJ„*2 + 2a>* 2- l ) /2 , 

a n d f i * = ± V [ - V l - 4 " « 2 + 2w„*2-l)/2. (32) 

They are the specific values of fl*, the dimensionless frequency 
of the applied heat source, at which amplitudes of temperature 
waves reach maxima. Due to rationalization in the process, 
however, some auxiliary roots exist and a careful examination 
is needed to determine the acceptable solution on a physical 
basis: 
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(/) The oscillating frequency ft* of the applied heat source 
must be real. Referring to the first root in Eq. (32), this con
dition requires 

1 -4u%2>0 or equivalently u*n < 1 /2 

(for the inner square root) 

and 

3 T 

(33) 

A / T - 4co„*2 + 2co*2 - 1 > 0 (for the outer square root). (34) 

Combination of Eqs. (33) and (34) then gives the following 
condition: 

4co*4<0, (35) 

which is not allowable for modal frequencies w% being real. 
The first root in Eq. (32) is therefore not acceptable. 

(;7) Similar consideration can be given to the second root 
in Eq. (32). The corresponding condition to Eq. (34) reads 

2co*2 - 1 > \Jl-4o>*2. (36) 
For o)̂  < 1/2, as constrained by Eq. (33), the quantity of 
(2to*2 - 1 ) on the left-hand side of the equation is negative. 
The condition of Eq. (36), therefore, cannot be satisfied by 
any real value of <o,*. 

(Hi) Turning to the first root in Eq. (31), similarly, a real 
value of Q* requires that 

u^2 + 2 > 0 (for the inner square root) (37) 

and 

o>n yuf + 2 - 1 > 0 (for the outer square root). (38) 

Equation (37) is satisfied for all the real values of w%. Equation 
(38), however, imposes a constraint on co„: 

•>*„> V > / 2 - 1=0.6436. (39) 

For the first root in Eq. (31) being physically acceptable, Eq. 
(39) specifies the physical domain for o>%. Finally, under the 
same constraint of Eq. (38), the second root in Eq. (31) is 
dropped because it simply yields complex conjugates of the 
first roots in Eq. (31). 

Based on these observations, in summary, there exists only 
one root for Eq. (29) or (30) 

Qmax=v w* V < 4 2 + 2 - 1 subject to to* >0.6436 (40) 

which is physically acceptable. The subscript "max" is added 
to ft* for insuring that fimax is the externally applied frequency, 
rendering a maximum amplitude of \Aa I. Equation (40) relates 
the applied frequency (ftmax) to the modal frequency (w^) of 
the temperature wave. This indicates that only the temperature 
wave with a modal frequency (co„) greater than 0.6436/ may 
present a resonance pattern in the frequency response. In com
parison with the resonance phenomena in beams or plates 
(Meirovitch, 1967), where all the displacement modes are bas
ically excitable to resonate, this is another unusual behavior 
of thermal waves. 

For the thermal resonance to occur, an explicit expression 
in terms of the critical mode number n can be obtained by 
substituting Eq. (17) (for the modal frequency coj) into Eq. 
(39): 

n > 0 . 6 4 3 6 - — = 0 . 2 0 4 9 ^ . 
•K CT CT 

(41) 

This shows that the critical mode number for the thermal 
resonance to occur is predominant by the ratio of Z, (the length 
of the one-dimensional solid) to a length-like quantity CT. In 
parallel to the definition of the relaxation time, the quantity 
CT can be defined as the relaxation distance, which is another 
intrinsic property of the solid medium. It is related to the 

2 + 
x . 
o 

C 
1 --

1 / —Y 

or 
n 

Fig. 1 The applied frequency driving temperature resonance in relation 
to the modal frequency, Eq. (31) subject to the constraint of u" > 0.6436; 
also, the asymptotic behavior of!),;, ax — Wn W h e n 0}% > 2 

thermal diffusivity (a) and the thermal wave speed ( Q by CT 
= a/C. For the sand specimen examined by Kaminski (1990) 
with the values of C and T, respectively, being 0.143 mm/s 
and 20 s, the value of CV = 2.86 mm and a value of «>71.6 
results from Eq. (41). This implies that only the 72nd mode 
and thereafter may present a thermal resonance pattern under 
frequency excitations. 

The corresponding maximum amplitude of the temperature 
wave, denoted by l^4nlmax, can be obtained by substituting 
Eq. (40) into Eq. (27). The result is 

\A01
max = [2<(co*2 + 2)(co*2 + 2)1/2 

- (2co*4 + 5o>*2 + 2)]1/2/co*2[2co*(<o*2 + 2) 

-(2co*2 + l)(co*2 + 2)1/2], for w* > 0.6436. (42) 

In relation to the modal frequencies co ,̂ according to Eq. (40), 
the required frequencies ft^ for the thermal resonance to 
occur are displayed in Fig. 1. The curve starts with u>% = 0.6436 
as constrained by Eq. (39). For smaller values of 01%, the res
onance frequency Q ,̂ax is slightly smaller than the modal fre
quency cot. For larger values of co„ (co„ > 2 approximately), the 
value of ftmax approaches the modal frequency to,,. This result 
can be shown analytically. By arranging Eq. (40) in the fol
lowing form: 

fa** + fimax)(c0„* - fi£ax)(w„*2 + 0 & + 2) = 1, (43) 

it is readily seen that cô  = ft„ax is an asymptote of the frequency 
curve. The value of ft„ax, therefore, approaches that of co* 
when co„ becomes large. Figure 2 shows the amplitude of the 
temperature wave, Eq. (27), in response to the frequency ex
citation. The peak value in each curve is lylnlmax obtained 
analytically in Eq. (42). When the modal frequency co„ in
creases from 0.6436 to 1, the amplitude of Iy4nl

max decreases. 
The resonance frequency at which the amplitude possesses a 
maximum value, however, approaches the modal frequencies 
a>;j of the corresponding modes. This feature is further illus
trated in Fig. 3 for higher modes with cô  = 5, 7, and 10. For 
these modes, the values of the maximum amplitudes are ap
proximately two orders of magnitude lower than those of the 
lower modes shown in Fig. 2, but the resonance phenomena 
are more pronounced. 
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same eigenfunctions as those shown by Eq. (17). Substitution 
of Eq. (45) into Eq. (44) yields 

n 
Fig. 2 Resonance of thermal waves with modal frequencies u j being 
0.6436,0.8, and 1 (lower modes) in the frequency domain under external 
excitations 

0.05 

Fig. 3 Resonance of thermal waves with modal frequencies w* being 
5, 7, and 10 (higher modes) in the frequency domain under external 
excitations 

Over- and Underdamped Waves 
For the thermal resonance to occur, as shown by Eq. (41), 

the mode number must exceed a critical value. This unusual 
behavior can be understood by studying the transition of the 
eigenmodes of the heat flux wave governed by 

<?«= (1/^)4 , ,+(1/a)? , . (44) 

Subject to the same boundary conditions as in Eq. (10), it will 
be shown that the modes with a modal number n < 0.6436 
1 L 

, refer to Eq. (41), are essentially overdamped. These 
7T CT 

modes consume all the thermal energy supplied by the heat 
source and no resonance could occur. To show this behavior, 
let us start with the modal representation of the heat flux wave: 

Oo 

q(x, t) = J] exp[-t/(2T)][E„ cos (n„t) 

+Fn sin (ij„0]<M*), (45) 

with i\„ being the damped modal frequencies and 4>n(x) the 

•NAO 
Vn 

In the case that 

. « » * ) - 1 where tf = t\n/f and w*n = «„// . (46) 

co* > 1/2 or &)„>//2, (47) 

the damped frequencies ^ in Eq. (46) are real. The heat flux 
wave oscillates sinusoidally but its amplitude decays exponen
tially in the time history. Equation (45) is defined as an un
derdamped wave in this case. For co„ < 1/2 or <u>„<//2, on the 
other hand, the values of ^ become imaginary and the tri
gonometric functions in Eq. (45) degenerate into hyperbolic 
functions. In this case, the amplitude function does not os
cillate in time and the flux wave defined by Eq. (45) becomes 
overdamped. In contrast to vibrations of beams or plates, 
however, the case of oi*, = 1/2 does not provide the condition 
for critical damping. This is due to the presence of the addi
tional exponential function, exp[ - t/(2r)], in Eq. (45). By the 
same procedure as that used from Eqs. (22)-(25), the temper
ature wave in correspondence can be obtained as 

Oo 

7(*> fi = Ti exp[-t/(2T)]m,r,n-E„/2) COS (r,„t) 
« = i 

- (F„/2 + 7,„E„) sin(r?„0] </>„, X (48) 

This involves the same trigonometric functions as those in the 
heat flux wave. All the previous discussions, therefore, are 
equally applied. The Fourier coefficients E„ and F„ in these 
equations can be determined by the initial conditions imposed 
on the heat flux or the temperature (Tzou, 1991b). The pro
cedure is fundamental and the results will be omitted here 
because they do not affect the frequency response of the ther
mal waves. 

The critical condition represented by Eq. (47), similar to Eq. 
(41), can be expressed by the mode number: 

7Z>0.5 
•K CT 

(49) 

Equation (49) is the critical mode number beyond which the 
underdamped modes activate. Equation (41), on the other hand, 
is the critical mode number beyond which the thermal reso
nance could occur. The difference of the two reveals the ei
genmodes in transition. These modes with 0.5 < n < 

ir CT 
1 L 

0.6436 - —-, though underdamped in nature, cannot be excited 
•K CT 

to resonate due to the strong effect of damping from the 
exponential function exp[- / / (2r)] . It is not until the mode 

number exceeds the critical value of 0.6436 that the os-
ir CT 

dilatory behavior overcomes the damping and the thermal 
waves becomes effectively responsive to the frequency exci
tation. Note also that the rate of damping, 1/2T = f/2, is 
proportional to the critical frequency. A solid medium with a 
larger value of C (the thermal wave speed) or a smaller value 
of a (the thermal diffusivity), therefore, provides stronger 
damping to the oscillation of thermal waves. 

Relation to the Thermal Wave Speed 

The thermal resonance can be applied, at least in principle 
at this stage, to increase the energy efficiency in microwave 
heating. Under the same intensity of the heat source, for ex
ample, it is desirable to operate the heating frequency in the 
neighborhood of the resonance frequency so that a maximum 
response of temperature in the heated object results. Especially 
for the fine treatment in material processings, the knowledge 
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of thermal resonance could have a great potential in future 
applications. 

Another important application of the thermal resonance 
phenomenon, as mentioned before, is to provide an alternative 
approach to determine the thermal wave speed in general. For 
solid media transferring the thermal energy with a relatively 
low speed, traditional devices such as thermocouples may be 
sufficient to detect the arrival of thermal waves. The work by 
Kaminski (1990) is a typical example in this category. For 
energy transfer at a high speed, such as that in metals, however, 
the resonance frequency of the thermal wave could be used to 
avoid the insufficient time of response. The principle is illus
trated as follows. For a solid medium subject to a frequency 
excitation, first, the resonance frequency of the temperature 
wave is determined from the experiment. The measured value 
should be close to the flmax defined in Eq. (40). The desired 
mode of excitation, especially the mode number n, should be 
selected in this phase. In fact, it helps to determine the ap
proximate range of the oscillating frequencies of the heat source 
in producing the resonance phenomenon. Equation (40) can 
then be used to relate the resonance frequency to the thermal 
wave speed. According to its reverse expression, 

<">« = VVfim4ax+2fi*2ax+2 - 1 with 0* ax = Q m a x / / (50) 

and the modal frequencies 01% defined in Eq. (17), one has 

[a{mv/Lf\r+ 1 = ̂  Q^T* + 2Q2
maxT

2 + 2. (51) 

Note that the critical frequency if) has been replaced by the 
reciprocal of the relaxation time (1/T). Equivalently, Eq. (51) 
gives a fourth-order algebraic equation, 

Q4
maxT

4 + [2QL, - (KTT/Z,)V]r2 - [2a(mr/L)2]T +1=0, (52) 
to be solved for T. Its value depends on the resonance frequency 
(fimax)» the length of the one-dimensional solid (L), the mode 
number being excited («), and the thermal diffusivity (a). In 
general, a numerical solution is needed for solving Eq. (52). 
Based on the calculated value of T, then, the thermal wave 
speed C can be determined as 

C=VS/V. (53) 
The advantage of this approach lies in that it does not depend 
on the short time response of the thermal devices for detecting 
the arrival of thermal signals. However, there would be another 
technical problem to overcome. The potential obstacle lies in 
the applied frequency, which is sufficiently high to drive the 
thermal wave to resonance. According to Figs. 2 and 3, the 
required frequency is close to the modal frequency of the 
temperature wave. According to the constraint in Eq. (39), 
moreover, an excitable mode must have a modal frequency 
being greater than 0.6436/. For producing thermal resonance 
in metals under normal conditions, as an estimate, the mini
mum value of the applied frequency is 0.6436/, which is in the 
order of giga- to terahertz. In such a high-frequency range, 
the use of infrared or even optical laser seems necessary. 

Limiting Cases 
In connection with future experimental support, one of the 

most important objectives of this analysis is to identify the 
dominant physical parameters governing the mechanisms of 
thermal resonance. In waiting for the experimental evidence 
to come, bridging the proposed phenomena to the ones we are 
familiar with is necessary to reveal the essence of thermal wave 
amplifications. 

(a) The Diffusion Behavior. Fourier's law of heat con
duction assumes an immediate response between the temper
ature gradient and the heat flux vector at a material point. As 
a result, the thermal wave speed (C) approaches infinity and 
the relaxation time (r) and the relaxation distance (CT), re

spectively, approach zero. The energy Eq. (7) in this case re
duces to the diffusion equation. The critical mode number 
separating the overdamped modes from the underdamped 
modes, Eq. (49), approaches infinity (n—00), which implies 
that «//the wave modes in Eq. (48) are overdamped. The critical 
mode number for thermal resonance to occur, Eq. (41), ap
proaches infinity as well, which implies none of the modes is 
excitable to resonate. The resonance phenomenon, therefore, 
is a unique feature pertinent to the wave theory and cannot 
be depicted by the classical diffusion model. Note that am
plifications of the amplitude of temperature induced by acous
tic waves (Imber, 1991) in a Fourier solid should be 
distinguished from that being proposed in this study. When 
the thermal diffusion equation is coupled with the acoustic 
wave equation, resonance of acoustic waves may aggravate the 
source term in the diffusion equation, which renders an am
plification of the temperature response. The resonance phe
nomenon proposed in this study, on the other hand, is a short-
time response of the thermal field alone, which does not depend 
on the existence of another field. 

(b) The Wave Behavior. Another limiting behavior is the 
case with thermal diffusivity (a) approaching infinity. The 
energy Eq. (7) in this case reduces to the standard wave equa
tion without damping. The body heating, however, is domi
nated by the apparent heat source involving the time derivative 
of the real heat source (S,). This is a unique feature distin
guishing the thermal wave theory from the propagation of 
stress or acoustic waves. The relaxation time and the relaxation 
distance, respectively, approach infinity in this case. The crit
ical mode numbers for activations of underdamped wave (Eq. 
(49)) and thermal resonance (Eq. (41)) are reduced to a value 
of zero, which implies that all the modes are oscillatory and 
excitable to resonate. With the relaxation time approaching 
infinity, moreover, Eq. (51) for the resonance frequency re
duces to 

Gmax=W„. (54) 
This is a well-known behavior (Merovitch, 1967, for example) 
for an undamped mechanical system subjecting to frequency 
excitations. Also, Eq. (54) gives a clear physical interpretation 
for the asymptote of the frequency Eq. (43). For higher modes 
with larger values of modal frequencies, the wave behavior is 
more pronounced and the resonance frequency approaches the 
modal frequencies of waves without damping. 

Conclusions 
The resonance phenomenon of thermal waves in response 

to frequency excitations has been studied analytically in this 
work. The thermal resonance appears to be a high-mode phe
nomenon because it occurs only for modes with modal fre
quencies exceeding a critical value of 0.6436/ The mode with 
a modal frequency being 0.5/separates the underdamped from 
the overdamped modes. In terms of the eigenmode number n, 
the conditions for modal transition and thermal resonance are 
summarized by 

0<n<-^- — for overdamped modes, 
IT CT 

0.5 L 
— —<n for underdamped modes, and 

7T Cr 

0.6436 L 
—<n for thermal resonance to occur. (55) 

7r CT 

^ . _, , 0.5 L _, 0.6436 L 
For eigenmodes between and —, a restoration 

•K CT IT CT 

stage exists prior to the occurrence of thermal resonance. For 
these modes, the oscillatory energy is supplied to the energy 
consumed by the underdamped waves. The excessive amount 
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then contributes to the resonance amplitude for wave modes 
beyond this range. The critical mode numbers (ri) in Eq. (55) 
are governed by the ratio of the length of the one-dimensional 
solid (L) to a length-like quantity (CT). The quantity of CT, 
in parallel to the definition of relaxation time, is defined as 
the relaxation distance. In terms of the thermal diffusivity (a) 
and the thermal wave speed (C), r = ot/C2 and CT = a/C. 
Both are intrinsic thermal properties of the medium. For pro
ducing a resonance phenomenon, it is desirable to have the 
excitable modal frequencies as low as possible. A solid medium 
with a larger value of the relaxation distance (CT) and/or an 
experimental coupon with a smaller characteristic length (L) 
is preferable for the occurrence of the thermal resonance. 

The resonance frequency of thermal waves leads to an al
ternative approach for determining the thermal wave speed; 
refer to Eqs. (52) and (53). From an analytical point of view, 
this approach has been illustrated in detail. The requirement 
of oscillations in the high-frequency range, however, is a trade
off for the fast response of thermal devices in time. Feasibility 
of the frequency approach will be left to the support of future 
experiments. 
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The Temperature Field Around a 
Spherical Ridge or Trough in a 
Plane 
An analytical solution, which describes the temperature field around a single spherical 
particle partly embedded in a plane or around a trough making an arbitrary contact 
angle with a plane, is presented here. The temperature distributions for three cases 
are studied: the temperature distribution around a conducting bowl or trough, the 
temperature distribution around a non-conducting bowl or trough present in a 
conducting plane, and the temperature profile around a conducting bowl or trough 
conducting heat toward a sink at infinity. The normalized heat flux distribution on 
the plane and particle is presented. The various incremental resistances caused by 
a single and a dilute planar random array of truncated spherical particles are also 
derived. 

1 Introduction 
When a heat transfer operation results in the evolution of 

a vapor, the vapor forms bubbles at nucleation sites on the 
heated surfaces. These bubbles have various effects on the 
thermal resistance of the heat transfer process. In the bulk 
fluid, the bubbles decrease the effective conductivity of the 
fluid, with a concomitant increase in the thermal resistance. 
On the heat exchange surface, the bubbles resist thermal flux 
and reduce the effective heat exchange area by blocking part 
of it. The bubbles also relieve part of the added thermal re
sistance by the enhanced mass transfer caused by the convective 
stirring of the growing, coalescing, and disengaging bubbles. 
Despite the importance of the thermal effects of bubbles, the 
volume of work devoted to the study of these effects is limited, 
since the theoretical treatment of the thermal losses caused by 
the bubble layer, including thermodynamic and convective ef
fects, requires the simultaneous solution of the full thermal 
and mass-transfer equation in the bubble layer. In fact, only 
the fluid flow about an expanding hemispherical bubble sitting 
on a plane (Witze et al., 1968) and the solution of the heat 
conduction equation for a single spherical bubble tangent to 
an infinite plane (Fransaer et al., 1990) were analytically solved. 
Experiments show that the bubbles in surface boiling rarely 
grow as perfect hemispheres or spheres but rather as a distri
bution of shapes between these two extremes. This paper is an 
extension of a previous analysis (Fransaer et al., 1990), which 
dealt with the thermal effect of particles tangent to a surface. 
The present work concerns the thermal effects of particles or 
bubbles making arbitrary contact angles with a surface. The 
truncated spheres studied in this work bear closer resemblance 
to a real bubble and offer the possibility of studying certain 
aspects not yet revealed by the (hemi)spherical geometry. 

In actual practice, a heat exchange surface is never really 
flat but has irregularities that arise due to corrosion or fouling, 
or that are intentionally added to improve the heat transfer. 
The temperature distribution around a conducting truncated 
sphere in a linear temperature gradient models the influence 
of fouling or surface irregularities of a heated surface on the 
flow of heat. Moreover, in the case where the contact angle 
is negative, the model no longer concerns the influence of 
bulges, but deals with troughs in a surface, which can result 
from pitting corrosion. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
1990; revision received October 1991. Keywords: Conduction, Fouling, Mass 
Transfer. 

2 The Governing Equations: Toroidal Coordinates 
When applying the method of separation of variables on the 

Laplace equation describing the temperature field about a trun
cated sphere, the coordinate surfaces must coincide with the 
physical boundaries of the problem. This leads to the use of 
the toroidal coordinate system, which is defined as follows: If 
A and B are points on a straight line through the origin (Fig. 
1), perpendicular to the z axis and making an angle </> with the 
x axis, we take as the coordinates of a point P in the plane 
0 = const, the value of In AB/BP that is denoted by 77, the 
angle APB denoted 6, and the azimuthal angle 0. The distance 
2a between A and B is taken to be constant. The orthogonal 
transformation between the cylindrical coordinate system (/•, 
z), where the z axis coincides with the symmetry axis, and the 
toroidal system is: 

z+ir= ia coth - (?) + id). (1) 

Separating the real and imaginary parts, we find that r and z 
are given by the equations1: 

z = 

a sinh 77 

cosh ?) — n 
a sin 8 

cosh rj-fi 

(2a) 

(.2b) 

where /x is cos 9 and a is equal to the radius of the contour of 
intersection of the sphere and the z = 0 plane. The coordinate 
surfaces r\ = const (0 < ?? < oo) are a family of anchor rings or 
tores. Another group consists of spherical bowls orthogonal to 
the anchor rings and these occur at 0 = const (-7r<0<7r). A 
third family is comprised of half-planes orthogonal to the rings 
and bowls (Fig. 1), and these occur at </> = const (0<$<27r). 
The normal separable solutions of the Laplace equation V 2T= 0 
in toroidal coordinates contain toroidal or ring functions of 
the first and second kind: P^-m and Q™~m. As pointed out 
by Miloh (1981), these harmonics are inappropriate for the 
description of the temperature field around a truncated sphere 
since TJ varies continuously on the sphere surface from 0 to oo, 
where both functions become unbounded. Therefore recourse 
is made to the Legendre functions of imaginary order (conal 
functions) introduced by Hobson (1931). Using the conal func
tions, the general solution to the conduction equation is given 
by: 

' Note that our conventions differ from those of Sneddon (1972). 
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Fig. 1 Definition of the toroidal coordinate system: geometrical con
figuration of the boundaries; plane with spherical bump 

be obtained from the superposition of the linear temperature 
field far from the origin and a disturbance temperature field 

V2(z+Td)=0. (4) 

The uniform gradient is a solution of the Laplace equation 
without any disturbance. The second term, which is a correc
tion due to the presence of the sphere or trough, is a particular 
solution of the Laplace equation in toroidal coordinates. From 
the general solution, given in Section 2, an appropriate solution 
for Td can be constructed: 

7"d=(coshrj-/x) \A(p) sinhp0 

+ B (p) cosh pd} Kp(cosh r\)dp (5) 

where A (p) and B(p) are unknown functions to be determined 
from the boundary conditions. Following Hobson, we use a 
shorthand notation for the conal functions: 

Kp(coshr])=P i . (coshrj). (6) 

Since there are no discrete eigenvalues for the p coordinate, 
solution of Eq. (5) requires integration of the general solutions 
rather than summation.2 The boundary conditions for the dis
turbance temperature field can be expressed as: 

T= (cosh 17-/*)'• 
\Pm_l+j (cosh?;) ; Isinhpfl I lsin/n<£ 

Qm-l+i (cosh?)) \ / co&hpO \ / cosm<j>' 

(3) 
All variables in this paper are dimensionless. The distances are 
made dimensionless with respect to the radius of the projection 
of the truncated sphere or trough on the z = 0 plane. The 
temperature is made dimensionless so that T=z corresponds 
to the dimensionless temperature profile at infinity. In the case 
of the conducting bowl or trough on an isolating surface, the 
temperature field is cast in dimensionless form by dividing the 
temperature field by the constant surface temperature T0 of 
the bowl or trough. 

3 Applications 

3.1 Temperature Field Around a Conducting Truncated 
Sphere or Trough. The dimensionless temperature distribu
tion around a bowl or trough on a surface when the field at 
infinity is linear requires the solution of the conduction equa
tion v 2 r = 0 . Taking the temperature on the z = 0 plane as a 
reference temperature, the expression for the dimensionless 
temperature far away from the bowl is T=z. The solution of 
the heat conduction equation for this particular geometry can 

Td=-z (0 = 0O and 0 = 

Td=0 (0 = 0) 
-0o) (7a) 

(lb) 
(7c) rrf-*o (i,, 0 - 0 ) 

The disturbance must be an even function in 0 (Eq. (lb)) and 
must vanish both on the z = 0 plane and far from the sphere 
(7c). Equation (7a) matches the linear field to the disturbance 
on the sphere surface. Boundary condition Eq. (lb) implies 
that B(p)=0. Boundary condition Eq. (7a) can be satisfied 
by expanding the linear field in conal harmonics using the 
identity: 

1 

(cosh 17 -/x) 
- - 2 1 i; COShj9(7T-0) 

cosh(pir) 
Kp(coshrt)dp. (8) 

After deriving the former expression and comparing like terms 
with Eq. (5), the desired dimensionless temperature distribu
tion is obtained: 

= z-23 / 2a(coshj;- / x)1 / 2 

J " ' 
sinh/7(7r-0o)sinh/?0 

cosh/>7rsinh/?0o 
Kp(coshr,)dp. (9) 

Note that the integration is done with respect to the order of the conal 
functions. 

N o m e n c l a t u r e 

E1 

K 

K\ 

A(p),B(p\ - separation functions 
Stokes stream func
tion operator 
complete elliptical in
tegral of the first kind 
conal functions 

p = dummy integral argu
ment 

Pm Qn = Legendre functions of 
the first and second 
kind 

r = dimensionless radial 

T = 

z = 

e« 

position in cylindrical 
coordinates 
dimensionless temper
ature . 
dimensionless temper
ature disturbance 
temperature of the 
bowl (cap) or trough, 
K 
dimensionless axial 
position in cylindrical 
coordinates 
Neumann's symbol; e„ 

= 1 for n = 0 and e„ 
= 2 for n = 1, 2, 3, 

77, 0, <j> = toroidal coordinate 
system 

ix = cos 0 
p, i/s </> = spherical coordinate 

system 
^ = Stokes stream func

tion 
yd = disturbance stream 

function 
V2 = Laplace operator 
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bowl on a conductive plane placed in a linear temperature gradient, when 
the bowl makes a contact angle of 30 deg 

1.0 ¥ 
Fig. 2(b) Heat flux distribution versus scaled distance x on the z = 0 
plane around a conducting bowl (cap) for various values of the contact 
angle 0„: 0(10)180 

The expression in Eq. (9) for the temperature field is not very 
convenient from a numerical point of view because no series 
approximation exists for the conal functions. To arrive at a 
useful expression for the temperature field, the properties of 
the Mehler-Fock transform of the zeroth order were invoked 
and Eq. (9) was rewritten as: 

ZZ irsaCcoshT;-/*)1 

7T 

Gs{t) 
J, (cosh/-cosh?/) 

where Gs(t) is defined as a Fourier sinus transform 

sinh/? (7T - 0o)sinh/>0 

dt 

G,(t)=- 2 i / 2r s = - 3 7 2 P-
it J 0 

sin tp dp. (11) 
sinhpir sinhp0o 

Using a series expansion for the quotient of two hyperbolic 
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Fig. 2(d) Heat flux distribution on the z-0 plane around a conducting 
trough for various values of the contact angle 0O: 0 ( -10) -180 

sine functions (Gradshteyn and Ryzhik, 1980) and applying 
the definition integral of the Legendre functions of the second 
kind (Hobson) we obtain: 

T=z- 25/2«(cosh r, - »)1/2J] ^ ^ Qn i (cosh V) 
n=[ * 2 

«7rsin n-w—• 

(10) +25 / 2«(cosh7,-^)1 / 22]- -QnJLjJcoshV)-
SO 2 

(12) 

This series expansion is uniformly and absolutely convergent 
in the domain 0 < r\ < oo, but convergence is slow close to y = 0. 
For small values of the argument, the Legendre function Qv (x) 
diverges, thus invalidating the series representation for the 
temperature field very close to the axis or far from the origin. 
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Fig. 2(e) Heat flux distribution on a conducting trough in a conducting 
plane for various values of the contact angle 90: 0 ( - 1 0 ) - 1 8 0 

The temperature field in these regions was calculated from Eq. 
(9), using an expansion for the conical functions derived in 
the appendix, which are valid for small values of the argument. 
The integral in Eq. (9) is approximated using a 48-point Gaus
sian quadrature between consecutive zeros of AT^cosh i?) until 
the contribution falls below 10~6 percent. 

The isotherms for 0O = 3O are shown in Fig. 2(a). From the 
solution of the temperature distribution, the normalized heat 
flux distribution on the plane and on the sphere can be obtained 
by straightforward differentiation: 

#pla 
dT 

~~dz 
z=o 

coshr ; - ! dT 

'' a 30 

and on the cap/bowl: 

^sphere 
cosh?;-COS80 dT 

a Id 

(13) 

(14) 

The normalized heat flux distributions on the plane and sphere 
are depicted in Figs. 2(c) and 2(d). The solution of the tem
perature field for negative contact angles, which is the tem
perature field around a trough, cannot be derived from the 
solution Eq. (9) since the integrand becomes unbounded for 
negative 0O values. The underlying reason lies in the choice of 
the coordinate transformation, where 0 changes abruptly from 
x to - 7r if z goes from positive to negative values for 0 < r < a. 
A slightly different coordinate transformation avoids this dis
continuity: 

z = 

a sinh ?? 
cosh ij + fi 

a sin 8 
cosh?7 + ^' 

(15a) 

(156) 

In this coordinate system, the discontinuity in the 6 coordinate 
along the inside of the circle r = a is alleviated and is placed 
along the outside of the circle. This means that the extension 
of the spherical cap d = 60 below the z = 0 plane is given by 
d = ir + 60. In these coordinates, the temperature field around 
a trough of (negative) contact angle 0O is given by: 

T=z- -23/2a(coshT, + iJ.)U2 

sinh p0o sinhp (ir - 6) 

coshpir sinh/? ( IT - 60) 
Kp(coshr,)dp (16) 

and the series representation of the temperature field is: 

T= z + 2 5 / Vcosh , + M ) 1 / 2 f ] ( ~ r " S i n " e Q n .(cosh„) 
fl=l *• " 2 

«7rsm nit 

+ 25/2a(cosh7; + /x)1 / 22]-
(7T-0o) 

2 •Q. _i(coshij). 
2 

(17) 

The solution of the temperature field around a trough can be 
derived from the solution of the temperature field around a 
cap by replacing 0 by 7T-0 (and 0O by ir-0o). The normalized 
heat flux distributions on the plane and trough are depicted 
in Figs. 2(d) and 2(e). To compare the various heat flux dis
tributions corresponding to different 0O values, the curves are 
shown versus normalized distances. The heat flux distribution 
on the z = 0 plane is plotted versus the normalized distance x 
from the intersection of the cap or trough and the plane, 
defined byxv=l + (v~l)r — a/v — a. The heat flux distribution 
on the surface of the cap or trough is plotted as a function of 
the normalized polar angle * related to <p (Fig. 1) by ^ = ip/ 
7T-0O . The angle ^ = 0 corresponds with the intersection of 
the symmetry axis with the cap or trough, while ^ = 1 is the 
intersection of the cap or trough with the z = 0 plane. The top 
and bottom curves in Figs. 2(c-e) correspond to the limiting 
cases 0o = O and TT, respectively, a conducting sphere tangent 
to the z = 0 plane and a disk mounted in a plane. From the 
plot of the isothermal lines in Fig. 2(a), it is evident that the 
disturbance of the linear temperature field diminishes rapidly 
as a function of distance from the origin and practically dis
appears at a dimensionless distance of 3 along the plane. The 
distance at which the disturbance normal to the z = 0 plane 
disappears is a function of the height of the cap above the 
plane (and thus of 0O), never extending farther than three times 
the height of the cap. The disturbance is even more localized 
for negative contact angles (troughs), where the influence on 
the isotherms is negligible at distances greater than 2 from the 
origin. The interior of the trough is screened off from the 
temperature field above the plane especially in the case of small, 
negative contact angles. This is reflected in the heat flux dis
tribution on the surface of the disturbance: Only the surface 
of the trough near the rim of the hole intercepts any heat. As 
the absolute value of the contact angle increases, the heat flux 
distribution on the trough becomes more uniform and more 
heat enters the trough. This is apparent in the heat flux on the 
plane around a conducting trough where the largest decrease 
in the heat flux reaching the z = 0 plane is found for a hemi
spherical trough. This is partially due to the fact that for smaller 
negative contact angles the size of the hole decreases since the 
radius of the trough is fixed at 1. For the conducting cap, the 
area at the base of the bowl is screened by the presence of the 
sphere overlying the area in the limit for 0O-*O the heat flux 
becomes zero on the contact point. As more heat is extracted 
from the linear gradient, the conducting cap and trough lead 
to a decrease of the thermal resistance. The cap, however, 
traps more heat than a trough because it extends into regions 
of higher temperatures. This is evidenced by a compression of 
the isotherms near the top of the cap, while a conducting trough 
increases the distance between the isothermal planes. 

3.2 Temperature Field Around a Nonconducting Trun
cated Sphere. The Laplace conduction equation, governing 
the temperature field around a truncated insulating sphere in 
a uniform temperature gradient, cannot be expressed as a Dir-
ichlet problem. On the surface of the nonconducting sphere 
the heat flux is zero, whereas on the plane surface the tem
perature is constant. This mixed boundary problem can be 
transformed into a Dirichlet problem by solving the Stokes 
equation E2^ = 0, where the curl of the stream function ^ is 
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Fig. 3(a) Plot of meridian section of the stream surfaces around a 
nonconductive spherical bowl on a conductive plane placed in a linear 
temperature gradient, when the bowl makes a contact angle of 30 deg 

Fig. 3(b) Heat flux distribution on the z=0 plane around an isolating 
bowl (cap) for various values of the contact angle t)0: 0(10)180 

proportional to the derivative of the temperature field (heat 
flux). A sufficiently general solution of the Stokes equation 
E2^ = 0 can be derived from the solution of the Laplace equa
tion: 

* = a2(cosh i] - ,u) sinh: [A (p) sinh/?0 

+ S(p)coshp0!*:p(coshT))G?p (18) 

where A^cosh 77) is an associated Legendre function defined 
by: 

K^COSh^^Pi^COSh^ (19) 

The uniform, dimensionless temperature gradient T=z cor
responds to ^ = - r2/2 in the Stokes stream function formal
ism. Exploiting the fact that the E2 is a linear operator, the 
problem is decomposed into the uniform heat flow, which is 
a solution to the Stokes stream function for a linear temper
ature gradient without a disturbance and a stream function ¥d 

that is a correction due to the presence of the bowl: 
. 2 

- 2 + *« = 0 (20) 

The boundary conditions for the disturbance are: 

* r f = y (0 = 0o and 0 = 

* d = 0 (6 = 0) 

* d - 0 0,, 0-0) 

-0O ) (21a) 

(21b) 

(21c) 

The disturbance stream function is an even function in 0 and 
vanishes far from the origin (Eqs. (21a) and (21c)). Equation 
(2lb) fixes the arbitrary additive constant and makes the dis
turbance vanish on the symmetry axis. Equation (21a) enforces 
the surface of the bowl to coincide with the stream function 
^ = 0, which makes the surface impermeable to heat. Boundary 
condition Eq. (21a) is satisfied by expanding r2/2 in suitable 
harmonics and equating the resulting function to the general 
solution of the Stokes equation. Using the former identity (Eq. 
(8)) and comparing like terms with Eq. (18), the total solution 
becomes: 

4.0 

3.5 

3.0 

2.5 

2.0 -

1.5 -

1.0 

Fig. 3(c) Heat flux distribution on the z = 0 plane around an isolating 
trough embedded in a conducting plane for various values of the contact 
angle 60: 0 ( - 1 0 ) - 1 8 0 

r2 2 1 / Vsinh% 
1/2 (cosh 17 - fi) 

coshp (7r - 0o) cosh/70 r coshp7r coshp0o 
Kl

p(cosh r,)dp (22) 

Using the properties of the Mehler-Fock transforms and the 
recurrence relations of the Legendre functions, and after te
dious but straightforward algebra, the following expression 
for the stream function is found: 

* = r 
"2 

2U2a2 

(cosh -q - jti) 

£„ I n + - I cos nd 

lQn+l(coshri) 
2 

- cosh ij Q„ _ I (cosh rf)} 
2 
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Fig. 4(a) Sectional view of the isotherms around a conductive spherical 
bowl on a nonconductive plane, when the bowl makes a contact angle 
of 30 deg 

" l iou t rh 

1.0 ¥ 
Fig. 4(b) Sectional view of the isotherms around a conductive spherical Fig. 4(d) Heat flux distribution on a conducting trough situated in a 
trough in a nonconductive plane, when the trough makes a contact angle nonconducting plane for various values of the contact angle 0O: 
of - 30 deg with the plane 0( - 10) - 180 

217V 

1W 1 
cos " + 2J\0 

(cosh?;-/*) 

1 Q(„+l)JL+l(coshrj)- coshr, Q/A^jjfioshrj)} 
\ 2/0O 2 V 2/«0 2 

From the temperature distribution, the normalized heat flux 
distribution on the z = 0 plane can be derived, knowing that: 

^7plane — 
8T 

dz z = 0 

(coshq-lfd-fr 
a2 sinh rj di\ 

(24) 

Replacing 0(O) with ir-0(O), the solution for a nonconducting 
trough embedded in a conducting plane is obtained. The stream 
lines (lines of constant M0 for this problem are shown in Fig. 

3(a) for a value of 60 of 30 deg. Far from the origin, the stream 
lines are close together since 2ir(Mr

1 - ^2) constitutes the total 
heat flowing between the stream tubes * = M̂  and <fr = ^ 2 . The 
stream lines are pushed sideways because no heat enters the 
isolating bowl or cap. The influence of the disturbance on the 
stream lines falls off rapidly with distance from the origin. 
For the same projected area, the magnitude of the disturbance 
is greater for a bowl than for a cap. The heat flux distribution 
on the z = 0 plane, as a function of dimensionless distance, 
appears in Fig. 3(b). Since the temperature field is normalized, 
the heat flux approaches a limiting value of 1.0 far from the 
origin. The area around the intersection of sphere and plane 
becomes less effectively screened from the heat flux with in
creasing contact angle, and disappears once do equals 7r/2. For 
larger contact angles the heat flux distribution on the z = 0 
plane is maximal on the rim of the cap and this maximum 

322/Vol . 114, MAY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



increases until it becomes infinite for a nonconducting disk in 
a conducting plane. 

3.3 Temperature Field Around a Conducting Truncated 
Sphere or Trough. The temperature field around a truncated 
sphere or a conducting trough of uniform temperature To on 
an isolated plane requires the solution of V2T=0, given by: 

T = (cosh 7)-fj.)' [A (p) coshpd 

• +B(p)smhpO}Kp(cosh7i); (25) 

which, after dividing the temperature field by T0, is subject to 
the following boundary conditions: 

T=l (0 = 0O) 
dT 
36' 
r - 0 (I,, 6>-0) 

= 0 (0 = 0) 

(26a) 

(26b) 

(26c) 

The temperature vanishes far from the sphere (Eq. (26c)); Eq. 
(26«) governs the surface temperature on the sphere. The zero 
gradient condition on the plane Eq. (26b) can be replaced by 
the condition that a second bowl, forming the mirror image 
of the first in the plane, has the same temperature as the first: 

T=\ (6=-60) (26d) 

This makes the temperature field an even function in 6 and 
sets B(p)=0. The unknown function A(p) is obtained by 
inspection of the boundary condition Eq. (26a) and Eq. (8). 
Hence the total solution is: 

7,= 21/2(cosh7;-/x)1 f coshp(7r — d0)coshp6 

cosh pir cosh pd0 
Kp(cosh i})dp 

(27) 

Apart from the associated Legendre function, the integrand 
is identical to the former case. Employing the same line of 
reasoning and using the properties of the Mehler-Fock trans
forms of the zeroth order and the definition integral of the 
Legendre functions of the second kind, the following expres
sion for the temperature around a truncated sphere is obtained: 

T= 21/2(cosh 7) - n)l/2 V . - cos nd Qn _I(cosh r,) 

-2U2(coshri-^)wlJ]-cos n + 2)% 

x Q R)i i(coshr)) (28) 

The isotherms for this problem are shown in Fig. 4(a) for 0O 

equal to 30 deg. The heat flux distribution on the sphere is 
depicted in Fig. 4(c). The temperature map for 0O = - 3 0 deg 
appears in Fig. 4(b). Because the z = 0 plane is nonconducting, 
the isotherms meet the plane at right angles. As a consequence, 
very steep temperature gradients arise in the vicinity of the 
junction between the plane and the bowl or trough, especially 
for (small) negative contact angles (Fig. 4b). This is also re
flected in the heat distribution profiles; the area around the 
rim conducts most of the total heat flow. The maximum of 
the heat distribution profiles lies near the top of the conducting 
cap for d0<ir/2 while for larger values of the contact angle 
more heat flows through the rim of the cap. 

4 Discussion and Conclusion 
The thermal resistance decrease or increase, caused by a 

single particle or trough of radius a embedded in a plane, is 
proportional to the integral of the temperature disturbance Td 

over a plane parallel to the z = 0 plane (Sides and Tobias, 1980). 

•r A7a2ir rTddr, z = const (29) 

It can be shown that this integral is independent of the location 
of the plane as long as the plane doesn't cut the particle. 
Evaluation of the integral is best done inthe limit for z»Q. 
Far from the origin, r/, 6-~0 and thus: 

(cosh rj~ cos d)U2-

s i n h 77 •• 

sin0 = 

P 
2a sin ip 

P 
2a cos i> 

where (p, i/<, 4>) are spherical coordinates with the 
and azimuthal angle <^as the toroidal coordinates 
to these through: 

2 (cosh 77 + cos 6) , , sinh 77 
P =, ___,_ —-^ and tan ^ = - ' 

(30a) 

(30*) 

(30c) 

same origin 
and related 

(cosh 77 - cos 0) T sin 6 

Using these expressions and knowing that Kp(l) 
pendix), the following limiting expansions for the 
temperature field around a conducting cap on a 
surface are obtained: 

(31) 

= 1 (see ap-
disturbance 
conducting 

Td = 23/2a(cosh 77 - cos 0)1/21 
sinh/? (7T - 6>o) sinh/>0 

cosh/? w sinh pd0 

Ap(cosh t\)dp 

with 

8« cos\Mo 

2 sinh/?(Tr-0o) , 
p : dp. 

0 cosh/?7r smh/)0o 

(32a) 

(32ft) 

(33) 

yielding the following expression for the incremental resist
ance: AT = wa^Ag. A conducting trough results in a similar 
expression, with A0 given by: 

_ f°° 2 s m h -P0Q 
0 J0 cosh p-K sinh p(ir - 60) 

An dp. 

Since the integrand in Eqs. (33) and (34) is continuous, mon-
otonically decreasing and single-valued in the domain, the in
tegrals Eqs. (33) and (34) were numerically approximated by 
a Simpson rule with an interval of 0.01. 

For an isolated bowl on a conducting surface, the limiting 
form of the correction to the temperature (i.e., the expansion 
as p —00 where p is the distance from the origin) is sought. In 
the far field both 77 and 6 approach zero and: 

•42a2 sinh2 77 f ™ cosh/?(7r - 0O) cosh/70 
1J0 cosh/>7r cosh/>0o 

x ^ (cosh ri)dp (35a) 

*rf (cosh77-cos0)1/21 

2aJsin^0^! 
(35b) 

where 

A,= CH); COSh/?(7T - 0Q) 
dp 

' cosh p-w cosh />0o 

for a nonconducting cap/bowl on a conducting plane or 

j l \ cosh/>0o •H"(' 4y cosh/w coshp(-K — 0O) 
dp 

(36) 

(37) 

for a nonconducting trough in a conducting plane. With the 
limiting expressions Eqs. (30a-c), and the value of Kp(\) de
rived in Appendix A, the far field expansion of the correction 
to the temperature is found, using: 
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Fig. 5 Integral of the temperature disturbance with area A, for the var
ious configurations mentioned in the text; also shown (broken lines) are 
the resistance <R for the flow of heat from a conducting trough (top) or 
a conducting bowl (bottom) 

dp' 

1 W„ 3Td_ 1 dVd 

~p2sin0 dd a n 30 sine dp ' 
(38) 

The incremental thermal resistance caused by the presence of 
an isolating cap (or trough) is thus: AT=irdiA1. In the limit 
of 10o I —0 these results coincide with the values reported earlier 
for a tangent sphere (Fransaer). The integrals AQ and Ax for 
cap and trough are shown in Fig. 5 as a function of the contact 
angle 60. The maximum disturbance for the heat flow around 
a cap is obtained for 60 = 0, while the temperature disturbance 
for a trough is greatest for 0o = ir/2. The influence on the 
temperature distribution vanishes as 60—IT, except for an iso
lating cap, where the influence on the heat flow of a noncon
ducting circular disk in a conducting plane is obtained. 

The thermal resistance (R of a conducting particle on, or 
trough in, an isolating surface is: (R = T0/Q where Q, the total 
heat radiated by the sphere, is given by: 

f dT 
(39) 

and the integral is taken around any meridian y. On the surface 
of the sphere 6 = 0O 

dy = — 
cosh?/ - cos 0( 

di} and 

d_ 

dn 

cosh i j - cos 60 d 

a 96' 

Using these relations, the thermal resistance is given by: 

— = 2ita 
<R r sinhr; dT 

cosh?)-cos0O 30 
dr\. 

(40) 

(41) 

The resistance, calculated with this formula, agrees, in the 
limit of 0o—O, with the value l/47ndn2 for the conducting 
sphere tangent to a conducting plane, and for 0o=ir/2 with 
the resistance \/2-KKO of a hemisphere of radius a mounted in 
an insulating plane. The dashed lines in Fig. 5 represent the 
resistances of a conducting cap and a conducting trough for 
values of the contact angle 10OI between 0 and ir. To compare 
the added resistances on an equivalent basis, the radius of the 
cap (or trough) projected on the z = 0 plane is taken as a unit 
length. 

The resistance of an array of truncated particles or troughs 
cannot be obtained by analytical means; it requires the solution 
of the Laplace equation in a complicated three-dimensional 
geometry. It is possible, however, to derive an approximation 
to the resistance of a dilute array of such particles or holes 
from the thermal disturbances of single truncated particles or 
troughs. The thermal effect exerted by an array of particles 
of effective radius a and mean number density n per unit area 
of the thermal resistance is approximately n times the effect 
of a single particle. The increment of the thermal resistance 
A(R caused by a collection of truncated spheres or troughs with 
a number density n per unit area on a heat exchange surface 
of area S, is then given by the thermal disturbance integrated 
with area and then divided by the total heat flow to the plane, 
KS (Sides and Tobias): A(R = ira^A/icS where K is the thermal 
conductivity and Af given by Eqs. (33), (34), (36), and (37). 
These approximations remain valid as long as the individual 
temperature disturbance fields of adjacent particles do not 
significantly overlap. 
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A P P E N D I X 

Approximation for if"'1 (cosh rj) for i/—0 
Hobson gives the following integral expressions for the conal 

functions: 

^ ( cosh rj) = ^ - cosh p 

-COth/>7T 

cos pu 

(cosh u + cosh rj) 

smpu 
J„ (cosh u - cosh IJ) 1/2 

-,du {Ala) 

du (42b) 

1/2 (.1) 

= \ 
cospu 

(cosh i\ — cosh u) 
-ydu (42c) 

' These expressions are not convenient for numerical evaluation 
because the kernel of the integral is singular for u = r) and/or 
the kernel is highly oscillatory for large values of p. Moreover, 
the limit of the integrals is also inconvenient for numerical 
integration. When rj—0 these shortcomings can be circum
vented in the following manner3: 

3 Note that a similar expression can be derived from Eq. (42fc) in the case 
where 77—00. 
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2 I /2 f cospu LIC
IT Jo (c.< (cosh r / - cosh u) 

2 l /2 

?c?« 

C?M 
C0SP7J - — — l72 

TT J0 (cosh?;-coshu) 

2^f* 

TT. J 0 

cosp?j — cospu 

(cosh?? — cosh u)L 
idu (43) 

Using the l'Hopital rule, it can be shown that the kernel of 
the second integral of the right-hand side is bounded if u—ri, 
while the first integral on the right-hand side, after some al
gebraic manipulation, converts to: 

2 cos 
•K 

cosh 

^Arftanh 
V \ 2 

(44) 

where K(x) is the complete elliptical integral of the first kind. 
The second integral of the right-hand side was calculated using 
a 48-point Gaussian quadrature between the consecutive zeros 
of the denominator. 

The expression for the stream function around a noncon-
ductive bowl also requires the associated conal function 
iifp(cosrui). These were derived using the recurrence relation 
for the Legendre functions: 

dP (7} 
( 2 * + l ) U 2 - l ) — p ^ ^ + l H J V i U J - J W z ) ] 

dz 

yielding the following expression for ^(coshij): 

(45) 

Khcosh 17) = 
21/2(V+1) sinpu sinh u 

idu (46) 
4pir sinh217 J0 (cosh ij - cosh u)1/2 

Using the same method as used for the calculation of A^(cosh ??): 

Aj(cosh rj) -- Mf+Ww„K(tanhl 

2pir sinh 17 cosh 

2l/2(4p2 + 1) p sinpu sinh u - sin pi; sinh i\ 

4/?7rsinh2?; J0 (cosh?;-coshu) l /2 (47) 

where the second integral is again piecewise integrated using 
a 48-point Gaussian quadrature between consecutive zeros of 
the integrand. 
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Thermal Contact Conductance of a 
Bone-Dry-Paper Handsheet/Metal 
Interface 
An apparatus was constructed for determination of the thermal contact conductance 
for a paper handsheet/metal interface and for measurement of the effective thermal 
conductivity of handsheet samples. Bone-dry Bleached Southern Mixed Kraft hand-
sheets with a water retention value of 1.832 were used to study the effect of pressure 
on thermal contact conductance and to measure the effective thermal conductivity 
of samples at various sheet density levels. A regression model describing the interface 
thermal contact conductance as a function of pressure and basis weight was derived. 
The contact conductance increases with increasing pressure or with decreasing basis 
weight. At a pressure of 2.3 kPa, the value of the interface contact conductance 

for the bone-dry samples considered ranges from approximately 97 W/m2K for a 
sheet of 348.7 g/m1 basis weight to 200 W/m2K for a sheet of 68.0 g/m2 basis 
weight. For pressures near 300 kPa, these values increase to 146 and 452 W/m2K, 
respectively. The effective thermal conductivity of the handsheet samples was derived 
from measured values of overall joint conductance and interface contact conduct
ance. The results indicate that the thermal conductivity of the bone-dry samples 
increases with increasing sheet density, ranging from 0.14 W/mK to 0.70 W/mK 
for sheet densities of 90 kg/m1 to 500 kg/m3, respectively, for the samples considered. 

Introduction 

Papermaking is one of the most energy and capital-intensive 
industrial processes in the nation and is the leading industry 
in terms of energy consumption for drying. In 1985, the massive 
dehydration operation of paper drying consumed over 3.95 x 
1014 kJ of energy (Salama et al., 1987). Since the drying process 
is the major energy-consuming process in paper making, a 
small improvement in paper drying would result in significant 
energy savings. 

A better understanding of the parameters associated with 
the paper-drying process would permit more accurate design 
and control of the drying process. Paper board is generally 
dried by threading a continuous wet web of pulp through a 
multicylinder drying section, and the cylinder dryers are in
ternally heated by condensing steam. In a conventional two-
tiered drying configuration, the dryers are arranged so that 
the wet web is in contact with the cylinders for approximately 
75 percent of the drying time and is between the cylinders in 
open draws for approximately 25 percent of the time. Hence, 
the overall heat transfer rate between the steam and web sig
nificantly affects the overall drying rate. The thermal resistance 
between the cast-iron cylinder surface and the paper web is 
one of the resistances affecting the overall heat transfer rate. 

There have been very few published experimental studies 
dealing with the thermal contact conductance between the pa
per web and dryer drum under various operating conditions, 
as noted in Table 1. In some of these studies, only selected 
data are provided, limiting the usefulness of the results. 

The overall joint conductance, hoc, of a paper handsheet/ 
metal interface can be expressed in terms of the two interface 
thermal contact conductances and the bulk conductance of the 
interfacial paper: 

1 1 1 1 

hc,u hb hc.i 
(1) 
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If the surface roughness is approximately the same on both 
sides of the paper and if the two surfaces in contact have 
approximately the same asperities, then the two interface ther
mal contact conductances can be assumed equal. This simpli
fies Eq. (1) to the following: 

1 2 1 
= - + — (2) 

K,c hj hb 

where hj represents the interface contact conductance at either 
the lower or upper surface. Recognizing that the bulk con-

Table 1 Summary of thermal conductivity 
results 

and contact conductance 

Author 

Han & Ulmanen (1958) 

Redfem (1963) 

Sundberg & Oslerberg 
(1966) 

Lau &Pratie(1969) 

Han (1970) 

Kirk & Tatlicibasi 
(1972) 

Kerekes(1980) 

Lee & Hinds (1981) 

Byrd (1982) 

Bumside & Crotogino 
(1984) 

Present Siudy (1991) 

Paper Grade 

Sulphite Pulp 
Handsheet 

Bleached Sulfate 

Unbleached Sulfate 

Newsprint 

Tissue 

Paper 

Board 

Bleached Sulphite6 

Newsprint 
uncalendar 
ed 
calendared 

Bleached Douglas 
Fir Kraft 

Linerboard 

Newsprint 

Bleached 

Moisture 
Content 

(wet basis) 

0%-67% 

0%-70% 

5%-23% 

0%~70% 

dry 
wet 
dry 

6.7%-7.9% 

7.4% 
7.4% 

0%-55.6% 

40% 
65% 

5.7%-7% 

0% 

Pressure 
(kPa) 

0.57-2.9 

0 

2.8 

13.8 
13.8 

0-300 

Heated 
Surface 
Temp 
(°Q 

70-100 

24-30* 

72.5-78 
68-73.5 

105 

121-288 
121-288 

53-83 

85 

Thermal 
Conductivily 

(W/mK) 

0.07-0.79' 

0.027-0.195 

0.2164 

0.144' 
0.2884 

0.115' 
0.5774 

0.O724 

0.084-0.117 

0.127 
0.169 

0-0.57 

0.102-0.126 

0.12-0.68 

Thermal 
Contact 

Conductance 
(W/m'K) 

794-13623 

78-1078 

400-4500 

2271 
1987 
1420 
1136 
1136 
568 

875 
1610 

226-475 

191-15655 

205-18061 

540-1760 

90-450 

Apparent Thermal Conductivily 
'Estimated 
!Sheel Average Temperature 

' Calculated 
'Apparent Heat Transfer Coefficient 
'Front Surfaces Coaled with Graphite 
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ductance can be expressed as a function of effective thermal 
conductivity and thickness of the paper yields: 

1 t __2 

ho.c hj /reff 

(3) 

Hence, the interface thermal contact conductance of the paper/ 
metal interface and the effective thermal conductivity of the 
interfacial handsheet can be derived using Eq. (3) when the 
overall joint conductance is known. 

The limited experimental data that have been published for 
interface thermal contact conductances and the effective ther
mal conductivity of paper apply only to a small range of contact 
pressures and temperatures, as noted in Table 1. Additional 
data for the interface thermal contact conductance between a 
paper web and dryer surface are needed for a variety of op
erating conditions in order to accurately predict changes in the 
drying rate throughout a paper drying section. This paper 
reports contact conductance values for a paper handsheet/ 
metal interface and effective thermal conductivities of bone-
dry handsheets, which have been determined using a specially 
designed experimental contact conductance apparatus. 

Experimental Program 
An experimental investigation was conducted to determine 

both the thermal contact conductance of a bone-dry paper 
handsheet/metal interface and the effective thermal conduc
tivity of paper handsheets. A similar study is currently under 
way to include the effect of moisture on the thermal contact 
conductance and the effective thermal conductivity of moist 
handsheets. The experimental facilities, method of handsheet 
preparation, and experimental procedures are discussed below. 

Apparatus Design and Setup. A schematic of the apparatus 
is shown in Fig. 1; the apparatus consists of two flux meters, 
a heat source and heat sink, a temperature measurement sys
tem, a loading system, a thickness measurement system, and 
a mechanism for removing the top half of the assembly. 

Each component has been described in detail by Ng et al. 
(1991). The two heat flux meters, made of cast iron (class No. 
40), were designed with lengths sufficient to ensure a uniform, 
one-dimensional heat flux through the face of the two meters. 
The surfaces of the flux meters were machined and polished 
to provide surfaces comparable to a typical cast-iron dryer 
drum. The temperature distortion in the two heat flux meters 
resulting from the presence of thermocouples was negligible. 
The contact pressure was measured with a BLH Model C2M1 
compression load cell coupled with a BLH load cell instrument. 
Maximum applied loads were approximately 1350 N. The 
thickness of the handsheet was measured throughout the ex
periments using a linear variable differential transformer 
(LVDT), Schaevitz Model MHR 500, which had a range from 
zero to 127 mm and a rated accuracy of 0.25 percent of the 
calibration range of zero to 12.7 mm. 

Preparation of Handsheets. The Technical Association of 
Pulp & Paper Industries (TAPPI) standard handsheet facility, 

1 E lec t r i c Band Heater 
2 Thermocouples 
3 Insulat ion 
4 LVDT Core 
5 LVDT Coil 
6 Cooling Section 

Coolant 

7 Load Cell 
8 Spring 
9 Paper Sheet 
10 Cast I ron Flux Meter 
11 Scissor Jack 
12 Weights 

Fig. 1 Schematic of contact conductance measurement apparatus 

manufactured by Noram Quality Control and Research Equip
ment Limited, was used to prepare handsheets in accordance 
with TAPPI procedure T-205. The handsheets, made of 
Bleached Southern Mixed Kraft, were placed in a room tem
perature environment at about 24°C for 10 hours. Samples of 
7.62-cm diameter were cut from the 15.24-cm diameter man
ufactured handsheets in order to be used in the contact con
ductance apparatus. Immediately prior to commencing the 
experiments, the handsheets were dried in a microwave for 
approximately three minutes as a final drying to ensure a bone-
dry condition. A bone-dry condition was considered achieved 
if less than a 1 percent difference in handsheet weight occurred 
during drying. 

Experimental Procedure. Prior to data acquisition, the test 
section of the contact conductance measurement apparatus was 
aligned, and the surfaces of the flux meters were cleaned with 
a soft cloth. Following thermocouple connections, an appro
priate power was supplied to the heater in order to obtain a 
large temperature drop between each thermocouple. The tem
perature of the constant-temperature bath was kept sufficiently 
low to remove all the heat. Both the heater and cooling bath 
were operated for a sufficient length of time prior to handsheet 
insertion to ensure a steady-state heat transfer through the heat 

A = area, m2 

Bulk = apparent specific volume, 
cmVg 

h = heat transfer coefficient, W/ 
m2K 

k = thermal conductivity, W/mK 
P = gage contact pressure, Pa 
Q = rate of heat flow, W 

Q" = heat flux, W/m2 

R = thermal resistance, K/W 

t = thickness of the material, m 
AT = temperature'change, K 
W = basis weight; weight of bone-

dry handsheet/handsheet 
area, g/m2 

WRV = water retention value; (weight 
of retained water)/(weight of 
dry fibers) 

Subscripts 
a = air or apparent 

b = bulk material 
c,u = interface contact at upper 

surface 
c,l = interface contact at lower sur

face 
eff = effective or equilibrium 

/ = interface or interior 
o = overall 

o,c = overall joint 
5 = steam 
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flux meters. The power to the heater and the temperature set-
point of the cooling water bath were both adjusted during the 
experiments in order to maintain the desired handsheet tem
perature. During these experiments, the average handsheet 
temperature was kept constant at approximately 85 °C while 
the temperature drop across the handsheet averaged around 
145°C. 

The load cell was zeroed to include the weight of the lower 
test section and the handsheet. This allowed the load cell to 
measure only the weight of the upper test section and any 
weights placed on it, which was the applied load on the hand-
sheet. A combination of the springs and weights was used to 
vary the applied pressure from 1 kPa to 300 kPa for each test. 
The experiments were conducted in order of increasing pressure 
to avoid any precompression of the handsheet fibers. 

A data-acquisition program recorded the temperature pro
files in the flux meters and calculated the heat flux through 
each meter. The temperature drop across the handsheet was 
determined by subtracting the upper interface temperature from 
the lower interface temperature. The handsheet temperature 
was taken as the average of the two interface temperatures. 
The overall joint conductance across the two interfaces and 
the handsheet was calculated by dividing the average heat flux 
(in the top and bottom flux meters) by the temperature drop 
across the sheet. 

Experimental data were recorded when steady-state condi
tions were achieved after approximately one-half hour follow
ing each increased loading step. The recorded data included 
the temperatures of the upper and lower flux meters, handsheet 
thickness, applied load, overall joint conductance, and un
certainty in overall joint conductance measurements. The un
certainty associated with any single overall joint conductance 
measurement was a function of the uncertainty in measure
ments of the temperature profile and thermal conductivity of 
the cast-iron flux meters and ranged from 4.78 to 4.93 percent 
for the samples considered. 

Results and Discussion 
Experiments were conducted to determine the thermal con

tact conductance and effective thermal conductivity of bone-
dry paper handsheets. The handsheets used in this investigation 
were Bleached Southern Mixed Kraft, composed of 70 percent 
softwood and 30 percent hardwood, with a water retention 
value of 1.832 and a Canadian standard freeness of 7.35 mil
limeters. (Freeness indicates the rate at which water drains 
from a stock suspension through a wire mesh screen or a 
perforated plate.) Handsheets with basis weights of 68.0, 85.5, 
120.6, 162.3, 236.8, 254.4, and 348.7 g/m2 were used for data 
analysis. 

The overall joint conductance, representing the sum of the 
conductances of the handsheet and the upper and lower hand-
sheet/metal interfaces, was measured between the lower and 
upper flux meters. The overall joint conductance is plotted as 
a function of the applied pressure for different basis weights 
in Fig. 2. The thicknesses of the handsheet samples, measured 
using the LVDT, are shown as a function of applied load in 
Fig. 3. The samples had thicknesses that varied from 0.123 
mm to 2.83 mm, and the data indicated a logarithmic de
pendence of handsheet thickness on applied pressure. At a 
given pressure when steady state was reached, the handsheet 
thickness under compression changed by less than 4 percent, 
indicating negligible creeping effect with these bone-dry hand-
sheets. 

The overall joint conductance increases with increased pres
sure or decreased basis weight. A logarithmic relation exists 
between the overall joint conductance and the applied pressure 
while the conductance changes almost linearly with respect to 
the basis weight of the handsheet. Handsheet thickness also 
affects the overall joint conductance by changing the thermal 

100 150 200 

Pressure (kPa) 

Fig. 2 Effect of basis weight and pressure on overall joint conductance 

* * * Basis Weight = 
H " H Basis Weight -
« « • Basis Weight -
* * * Basis Weight -
A A A Basis Weight = 
aoa Basis Weight = 
ooo Basis Weight = 

68.0 g / m 2 

85.5 g / m * 
120.6 g / m 2 

162.3 g / m 
236.8 g / m 
254.4 g / m 2 

348.7 g / m 2 

> * 
) 
% 

50 300 100 150 200 250 

Pressure (kPa) 
Fig. 3 Effect of basis weight and pressure on handsheet thickness 

resistance of the sheet. Therefore, any expression for the over
all joint conductances measured using the contact conductance 
apparatus must be a function of applied pressure, handsheet 
thickness, and basis weight. 

A well-known statistical computer package, Statistical Anal
ysis System (SAS) (Ray, 1988), was used to determine a regres
sion model for the overall joint conductance. The interface 
thermal contact conductance and the effective thermal con
ductivity of the handsheets were then derived from this model. 
The multiple regression of the overall joint conductance on 
handsheet thickness, basis weight, and applied load was cor
rected for multicollinearity among the variables and autocor
relation between the observations. For the samples considered, 
the best-fit linear model for overall joint conductance is: 

/io,c=35.84 + 2912.80/(^-2096136 t/W 

+ 1756.29 In (P)/W-mmit*\n(P)/W (4) 

where 1<P<300 kPa, 68.0< W<348.7 g/m2, and 
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Fig. 4 Interface thermal contact conductance of a paper handsheet/ 
metal interface 
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Fig. 5 Effective thermal conductivity for bone-dry Bleached Southern 
Mixed Kraft handsheets 

0.123 < t< 2.830 mm at an average sheet temperature of 85 °C. 
The standard error of the estimate is 3^9 W/m2K, and the 
adjusted coefficient of determination, R2, is 0.9936 for the 
above regression model. 

The interface thermal contact conductance for the paper 
handsheet/metal interface can be calculated from Eq. (3). At 
a handsheet thickness of zero, the contact conductance is equal 
to twice the overall joint conductance. Therefore, using the 
best-fit expression for h0tC, Eq. (4), the interface thermal con
tact conductance can be expressed as: 

/i; = 71.68+5825.60/W+3512.581n(P)/W (5) 

where 1 < P < 300 kPa and 68.0 < W< 348.7 g/m2 at an average 
sheet temperature of 85°C. Based on Eq. (5), the interface 
contact conductance is plotted in Fig. 4 for the basis weights 
and applied pressures used in this study. The contact con
ductance increases with increasing pressure or decreasing basis 
weight. As the applied pressure increases, the handsheet/metal 
contact area increases, resulting in better heat transfer across 
the interface. In addition, the method of handsheet preparation 
results in a smoother sheet surface at low basis weights. As a 
result, sheets of lower basis weight make better contact with 
the flux meter surface, thereby improving the contact con
ductance. 

At a pressure of 2.3 kPa, the value of the interface contact 
conductance for the bone-dry samples considered ranges from 
approximately 97 W/m2K for a sheet of 348.7 g/m2 basis weight 
to 200 W/m2K for a sheet of 68.0 g/m2 basis weight. Paper 
passed around conventional, 5-ft diameter dryer drums typi
cally has a felt tension of 10 lb/in., which results in an applied 
load of approximately 2.3 kPa on the web. For pressures near 
300 kPa, these values increase to 146 and 452 W/m2K, re
spectively. 

When compared to the previously published contact coef
ficients listed in Table 1, the predicted values of interface 
contact conductance are lower. One possible explanation is 
that the samples used were bone-dry. A completely dry contact 
zone will offer a considerably greater resistance to heat transfer 
than one that includes a partial water interface. In addition, 
the basis weights considered here are greater than the basis 
weight associated with newsprint or paper manufactured for 
photocopiers, and the interface contact conductance increases 
rapidly at low basis weights. Furthermore, the surface rough
ness of the handsheets may be greater than the asperity of 

paper webs considered in other studies. The surface roughness 
of handsheets made for this study was high due to very limited 
pressing, as indicated by the low handsheet densities. Finally, 
the low values of interface contact conductance, derived using 
Eq. (3), could be caused by errors resulting from the assump
tion that the interface contact conductance is equal at both 
the top and bottom interfaces. This assumption may not be 
quite accurate because the temperature of the upper heat flux 
meter is much greater than the temperature of the bottom flux 
meter. 

The effective thermal conductivity of the handsheets can be 
determined from Eq. (3) as follows: 

**-(£-£)"' (6) 

where h0tC and h, arc given by Eqs. (4) and (5), respectively. 
The effective thermal conductivity was calculated from Eq. 
(6) using the values for pressure, thickness, and basis weight. 
These predicted conductivity values for the handsheets under 
consideration are plotted as a function of handsheet density 
in Fig. 5. The sheet density is determined by dividing the basis 
weight by the sheet thickness. 

The predicted handsheet effective thermal conductivity 
ranges from 0.14 W/mK to 0.70 W/mK for sheet densities of 
90 kg/m3 to 550 kg/m3, respectively, for all samples consid
ered. Increases in handsheet density were the result of increases 
in the applied load. The thermal conductivity increases with 
increasing handsheet density because of the reduction of air 
within and between the fibers of the handsheet. The low con
ductivity of air (0.0306 W/mK at 85°C) provides a large re
sistance to heat flow through the sheet. 

The portion of the heat resistance due to heat transfer through 
the handsheets is indicated by the ratio of bulk resistance to 
overall joint resistance, Rb/R0iC. For the bone-dry handsheets 
considered in this study, Rb/R0iC ranges from 4 to 30 percent, 
with a median ratio greater than 20 percent. The ratio decreases 
with increasing pressure or handsheet density and with de
creasing basis weight. The high ratios indicate that the bulk 
resistance of the handsheet can be significanl; and may become 
the controlling resistance for sheets of higher basis weight such 
as paperboard. 

The values of effective thermal conductivity cited in this 
study are somewhat larger than published values listed in Table 
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1. However, determination of keS! from Eq. (6) is very sensitive 
to the predicted value of the interface contact conductance 
and the handsheet thickness. Further, an uncertainty of 0.032 
mm in thickness measurements could contribute to an over-
estimation of the effective thermal conductivity. Also from 
Eq. (6), any decreases in the predicted interface contact con
ductance result in higher estimates for handsheet thermal con
ductivity. Consequently, errors associated with the prediction 
of the interface thermal contact conductance appear in thermal 
conductivity evaluations. 

The thermal interface contact conductance and effective 
thermal conductivity values derived in this study apply to only 
one set of handsheets. These handsheets were made from a 
specific pulp and were considered completely bone-dry. The 
methods discussed, however, can be used to determine the 
contact conductance and thermal conductivity of a variety of 
handsheets under varying experimental conditions. 
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Cross-Correlation Welocimetry for 
Measurement of Velocity and 
Temperature Profiles in Low-
Speed, Turbulent, Nonisothermal 
Flows 
A technique utilizing thermocouple pairs as sensors to measure velocity and tem
perature profiles in low-speed, turbulent, nonisothermal flows is described here. In 
this technique, Cross-Correlation Velocimetry (CCV), the temperature-time records 
from a pair of thermocouples, one downstream of the other, are cross-correlated 
to determine the flow's preferred mean velocity while temperature is measured 
directly. The velocity measurements have undergone extensive verification using hot
wire, pitot tube, and Laser-Doppler Velocimetry to determine the degree of con
fidence in this technique. This work demonstrates that the CCV technique is quite 
reliable and can measure the mean preferred component of the convective velocity 
with better than ±5 percent certainty. Application of this technique to the meas
urement of velocities in a ceiling jet induced by a fire plume is briefly presented 
here. 

Introduction 
This paper describes a technique that can be used to obtain 

mean velocity and temperature measurements, nearly simul
taneously, in low-speed, turbulent, nonisothermal flows that 
have a preferred velocity component. The motivation for this 
work was the study of the transient characteristics of a plume-
driven ceiling jet. The ceiling jet forms when a buoyant plume 
from a fire impinges on the ceiling. For small fires, the ceiling 
jet has a very low speed (less than 1.0 m/s) and is turbulent 
with large eddy structures. It also has large temperature gra
dients and its characteristics are affected by the ceiling being 
heated. The ceiling jet characteristics are mainly determined 
using velocity and temperature measurements at several lo
cations within the jet. As demonstrated by Cox (1979), con
ventional measurement techniques such as hot wires and pitot 
tubes may not be suitable to measure accurately the velocity 
of low-speed, nonisothermal, turbulent flows containing large-
scale eddies. 

Cox (1976, 1977) proposed the use of a cross-correlation 
technique to measure mean velocity and temperature profiles 
simultaneously using a single probe. The present work and a 
previous effort by the authors (Motevalli et al., 1987) verify 
and provide a quantitative assessment of this measurement 
method. In this technique, hereafter referred to as Cross-Cor
relation Velocimetry (CCV), the temperature of fluid particles 
is used as a tracer and the mean velocity of the fluid particles 
is obtained from the measured travel time from one sensor to 
another, the second being located at a known distance down
stream of the first. A pair of thermocouples, used as temper
ature sensors, separated by a distance, d, in the flow direction, 
produce two temperature-time records. The mean temperature 
of the fluid can be obtained directly from the thermocouples 
with excellent accuracy. The flow mean velocity is obtained 
through the cross-correlation of the two temperature-time rec
ords with good accuracy as described later. 
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In general, it is very cumbersome to perform multipoint 
measurements using Laser-Doppler Velocimetry (LDV) and 
hot-wire anemometry. Simultaneous velocity and temperature 
measurements using lasers have been developed only recently 
and are very expensive and complicated. Hot-wire measure
ments in highly nonisothermal flows with large eddies and 
temperature fluctuations are not very easy to perform and are 
not reliable due to the effect of variable heat transfer along 
the wire and rapid temperature compensation needed. Fur
thermore, other known measurement techniques such as bi
directional or pitot tubes have been determined to be generally 
ineffective or unreliable for low-speed, turbulent, noniso
thermal flows. Furthermore, pitot tubes and bidirectional 
probes are highly disruptive to the flow. 

Other investigators such as Bradbury and Castro (1971) and 
Gaster and Bradbury (1976) have used a similar concept em
ploying a pulsed-wire technique for velocity measurements in 
highly turbulent flows. Their approach, although successful, 
does not produce a true flow temperature measurement. Fur
thermore, in order to perform the velocity measurement, they 
heat the fluid using a pulsed wire, thus producing a thermal 
signature that is detected by the downstream sensor. This tends 
to disturb the flow locally and certainly disallows a true meas
urement of the flow temperature. 

Mesch and co-workers (Mesch et al., 1971a, 1971b; Fritsche 
and Mesch, 1973) have also used the concept of cross-corre
lation between two sensors and applied it to two-phase flow 
and solid object translation. They have discussed the theoret
ical and statistical nature of this technique. While their work 
is useful as additional background literature, it has little direct 
relation to the CCV technique. In addition, work by Lee et 
al., (1974) may be related to this topic, again only as back
ground material, as they measured turbulent fluctuating ve
locity gradients at the wall of a pipe and discussed the fluid 
structures and eddies in the isothermal flow. 

Fundamental Theory of Cross-Correlation Velocimetry 
Cross-Correlation Velocimetry is based, in principle, on the 

"frozen eddy" concept in turbulent flows put forward by Sir 
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Fig. 1 Graphic illustration of the basis for the Cross-Correlation Ve-
locimetry technique 

G. I. Taylor (1938). While the use of this concept has been 
demonstrated in the past through similar techniques, as noted 
in this paper, the theory is presented here for completeness. 
Taylor stated that in a turbulent flow there are "eddy struc
tures" that retain their shape and characteristics over a time 
period and space. He suggested that when the turbulence level 
is low enough, the evolution in spatial pattern of a fluid struc
ture, especially large-scale, remains effectively "frozen" dur
ing this translation (Taylor, 1938). If these eddy structures 
within a flow can be identified and traced, then the most 
probable mean velocity of the flow may be estimated as the 
weighted average of the velocities with which the eddies are 
moving. This weighing is inherent in the cross-correlation tech
nique since the larger eddies have a more profound effect on 
the correlation results. 

Investigating Taylor's approximation, Favre et al. (1952) 
and later Comte-Bellot and Corrsin (1971) used two hot-wire 
probes displaced streamwise by a distance Ax, and recorded 
the ensuing signals. Their results showed that when delaying 
the downstream probe record in time by the amount At = Ax/ 
U, maximum correlation would be attained. 

These investigations showed that for a particular time shift, 
the mean flow velocity produces a flow displacement exactly 
equal to the probe spatial separation. These experiments also 
demonstrated that the corresponding correlation function from 
these two probes is precisely that measured as auto-correlation 
by a probe traveling steadily at the mean velocity. It is con
ceptually the simplest Eulerian correlation function in time. 

In nonisothermal turbulent flows with a preferred velocity 
component, such as ceiling jets, the eddy structure can easily 
be traced since the fluid particles' temperature acts as a very 
good marker for the flow. As long as the eddy structure remains 

H 

Ceil ing \ 
J e t 

Floor 

Probe Stand 

j< — Buoyant 
/ P lume 

Burner —<~\ \ 

Fig. 2 Schematic of the apparatus simulating a ceiling jet flow 

relatively unchanged, i.e., approximately "frozen" along the 
streamwise direction, this concept can be used for velocity 
measurements based on the Taylor's hypothesis. Therefore, 
the "frozen eddy" concept is all that is needed to implement 
the Cross-Correlation Velocimetry technique. The mean ceiling 
jet flow in this particular case is radially symmetric and the 
dominant velocity component is the streamwise radial velocity. 

It is then clear that for a known separation distance between 
two sensors, d, there ought to be a time shift, T, which cor
responds to the mean flow velocity, Fig. 1. At that time shift, 
the maximum correlation between the two signals is obtained. 
This time shift is the weighted average time needed for the 
turbulent eddies to travel the distance between the thermo
couple pairs. The mean streamwise velocity of the fluid is thus 
determined by dividing the distance d by time T. The degree 
of correlation between a record pair is determined by the cor
relation function, R xxxv 

Rx^ = lim 

which is defined as follows: 

ts Jo 
Xx(t)X2(t+T)dt (1) 

where X\ and X2 are the fluctuating components of the data 
records (i.e., X = x - x, the mean value subtracted from the 
original signal) and ts is the sampling time. Since data are 
collected over a finite time, the correlation function is nor
malized to eliminate the effect of amplitude variations of the 
temperature records. These variations are due to the diffusion 
of energy taking place while eddies travel between the sensor 
pairs. The normalized correlation function is called the cor
relation coefficient, Pxltx2>

 a n d c a n be written in the following 
numerical form (Lee, 1960; Motevalli, 1989). 

Rxi,xi ... 
Px\<x2 r . N-m - i i / 2 r . K, -ii/?. vA) 

1 
N-m E^iM 

1 
N-m 5] *i(«) 

where 

RXl,x2(m) = — - 2 Xx(n)X2(n + m) 

and N is the total number of data points. 

(3) 

N o m e n c l a t u r e 

d = 

H = 

h = 

n 
N 

separation distance of probe 
sensors (thermocouples) 
height of ceiling above burner 
ceiling jet Gaussian momen
tum thickness 
number of data points corre
sponding to a given time shift 
data point index 
total number of data points in 
a record 

R 
Re/t, 

At 
ts 

AT 

radial distance from the plume U 
impingement point on the ceil- V 
ing Ax 
cross-correlation function X\ 
ceiling jet Reynolds number X2 

time shift p 
sampling time r 
temperature difference with re
spect to the ceiling 

mean velocity 
ceiling jet velocity 
spatial distance 
forward thermocouple's record 
rear thermocouple's record 
cross-correlation coefficient 
time shift between thermocou
ple records corresponding to a 
maximum correlation 
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Fig. 3 Schematic of the CCV probe 

The integer number, m, corresponds to the time shift trans
lated into number of data points by which one record is shifted 
with respect to the second for a known sampling rate. The 
correlation coefficient, Pxhx2> varies between 0 and 1.0, cor
responding to zero and 100 percent correlations, respectively. 
The procedure outlined in this paper describes how the average 
time shift over the record length and, consequently, the mean 
flow velocity (averaged over the sampling time and over the 
distance between the sensors) are obtained. 

Experimental Apparatus and Procedure 
The experiment setup is shown in Fig. 2. It consists of a 

premixed methane-air burner whose outlet is level with an 
artificial floor, an insulated ceiling, the probe, and a probe 
stand, which are described in detail by Motevalli (1989). 

Probe. The probe consisted of eight pairs of 0.0254-mm-
dia, type-E (chromel-constantan) thermocouples stretched be
tween vertical supports as shown in Fig. 3. Using this config
uration, nearly simultaneous measurements can be made at 
eight different locations within the ceiling jet vertically spaced 
at approximately 3 mm (Motevalli, 1989). Type-E thermocou
ples have a high sensitivity and the size selected provides a fast 
response time. The calculated time constant of the thermo
couples based on a steady-flow convection coefficient at 0.5 
m/s is approximately 0.05 seconds. The time constant, how
ever, is strongly affected by the convection coefficient. 

The vertical supports of the probe were separated by 10.16 
cm. The thermocouple beads were positioned at midpoint be
tween the holder arms and aligned one behind the other to an 
accuracy of 0.4 mm. The ceiling jet passed between these arms, 
which were far enough apart that they did not disturb the flow 
about the beads. The probe was held in place by a stand that 
provides three-dimensional positioning of the probe under the 
ceiling. 

Data Collection and Processing. Mean flow temperatures 
measured by thermocouple sensors in a pair were averaged to 
obtain a single value. To calculate the velocity, Eq. (2) was 
used to determine a shift in time domain that maximized Pxhxr 

The golden section method (Press et al., 1986) is used to find 
this maximum value within the time interval of interest with 
the least number of coefficients actually calculated. Use of this 
method reduced the data processing time by a factor of 10 
compared to the time required to compute the correlation 
coefficient for every time-shift increment. 

Considerations in Data Analysis. The uncertainty in ve
locity is mostly due to the uncertainty in T, since the distance, 
d, can be measured within ±0.5 mm (± 2.5 percent uncertainty 
when d = 20 mm and ±1.0 percent for d = 50 mm). The 
uncertainty in T depends on the sampling frequency and ex-
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Fig. 4 CCV probe spacing effects on velocity measurement accuracy 

pected velocity. For example, for a velocity of 0.5 m/s and d 
= 25 mm, T = 50 ms is found with an uncertainty of ±5 
percent at a sampling frequency of 400 Hz. 

The maximum value of Pxx,x2 indirectly affects the uncer
tainty in the velocity, since as it decreases so does the confidence 
in the correlation. The correlation coefficient decreases as d 
is increased because the turbulent eddies are not frozen as they 
move, but instead change their shape and size. This causes the 
temperature-time records from the thermocouples in a pair to 
become increasingly dissimilar. 

To examine the limits of the sensor separation beyond which 
the "frozen eddy" concept would not hold, d was varied in 
the CCV probe while measured velocities were compared to 
those obtained by a pitot tube (pitot tube measurements are 
discussed in the results section). Figure 4 shows the results of 
this investigation, where d is varied between 20 to 70 mm. The 
cross-correlation coefficient decreased from 90 to 69 percent 
with increasing d (Motevalli, 1989). The difference between 
the pitot tube velocity measurement and the CCV technique 
for the worst case (d= 60 mm) was about 10 percent. However, 
the pitot tube measurements would be more suspect than the 
CCV measurements since at these low velocities the error in 
measuring the pressure difference increases. 

Because T is obtained numerically, it cannot be determined 
with any greater precision than the sampling period (inverse 
of the sampling frequency) between successive readings from 
a given thermocouple. The percent error in determining r, and 
consequently the error in computing the velocity, decreases for 
larger values of r. 

Consider a "typical" case with d = 20 mm and V = 0.5 
m/s. The time shift, r = (0.02 m)/(0.5 m/s) = 0.04 seconds, 
would result. As an example, in order to make the error in T 
less than 5 percent, the sampling period per thermocouple 
would have to be no more than 5 percent of 0.04 seconds, or 
2 milliseconds. This corresponds to a sampling frequency per 
thermocouple of 500 Hz. Therefore, the combined maximum 
uncertainty in velocity due to measurement of d and deter
mination of T is approximately 5.6 percent. 

Generally, a correlation coefficient of larger than 0.5 is 
desired to ensure a good correlation. Therefore, the selection 
of d is also controlled by the degree of correlation, i.e., d can 
be increased to any distance only if the correlation coefficient 
does not fall below a desired value and spatial resolution does 
not suffer. 

The length of data record is another factor in analysis of 
data. It has to be long enough to include a sufficient number 
of fluctuations, so that a representative mean velocity can be 
obtained. However, if the record length is too long, the tran
sient characteristics of the mean flow may be lost since the 
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Fig. 5 Thermal fluctuations in the ceiling jet flow and observable cor
relation: (a) 2 mm below the ceiling; (b) 60 mm below the ceiling 

changes in the velocity (in this case due to ceiling heating) may 
be smoothed out. 

Because of the large number of factors to be considered, 
the selection of the sampling rate, record length, and distance 
between thermocouples in a pair is a function of the desired 
results and controllable by the researcher (Motevalli, 1989). 

In this work, the separation distance, d, between the forward 
and rear thermocouples was varied from 20 to 50 mm. The 
distance was selected through a series of experiments (such as 
those discussed in relation to Fig. 4) performed at the ceiling 
steady-state conditions and based on the expected velocity and 
sampling requirements. The cross-correlation coefficient along 
with the observation of temperature-time plots were used to 
determine how well the thermal fluctuations were preserved 
while traveling between the forward and rear thermocouples. 
In addition, the actual radial location of velocity and tem
perature measurements and uncertainty in velocity measure
ments were two major considerations in selecting d. The radial 
location for the measurements is assumed to be at the midpoint 
between the rear and forward thermocouples. For small radial 
locations, a larger d would represent a mean velocity averaged 
over a significant portion of the radius. 

Furthermore, d must be selected such that it is smaller than 
the characteristic thickness of the ceiling jet, so that the eddies 
do not distort appreciably during the time they move from the 
forward to the rear thermocouple. Comparison of d with the 
ceiling jet thickness estimated from Cooper's equations (1987), 
Alpert's measurements (1971), and Motevalli and Marks (1990) 
show that this requirement was satisfied for the measurements 
reported herein. The Gaussian thickness of the ceiling jet, /„, 
varied between 0.0375 m at the smallest height and radial 
location to 0.2 m at the largest radius and height. Hence, the 
ceiling jet thickness, estimated to be at least twice the Gaussian 
thickness (Motevalli and Marks, 1990), would be larger than 
d. The Kolmogorov length scale (/„ Re^3/4) for the flow was 
estimated to be on the order of 10~4 m. The Reynolds number, 
based on the Gaussian ceiling jet thickness, was between 1500 
and 3000. The Kolmogorov scale indicates that the small-scale 
eddy structures are much smaller than the sensor separation 
distance. The large-scale eddies are generally on the order of 
the ceiling jet thickness, which is larger than the d selected. 

To demonstrate the observable correlation between forward 
and rear thermocouple signals at different locations within the 
ceiling jet, the actual temperature-time (represented here as 
thermocouple voltage-time) records are plotted in Figs. 5(a) 
and 5(b). These figures show the temperature-time records 
at two distances below the ceiling of 2 and 60 mm (d = 50 
mm), and for the smallest fire of 0.5 kW (the largest being 2.0 
kW). Both figures indicate that there are large-scale turbulent 
fluctuations in the flow. The correlation between the records 
seems to be quite good. Higher scatter in velocity measurements 
observed at larger distances from the ceiling (as discussed later) 
may be due to a decrease in the thermal fluctuations (i.e., 
distinct features in the record) and a lower magnitude of ther
mal fluctuations about the mean. These effects may be ob
served in Fig. 5(b). 

Results 
Analysis of the Velocity Measurement Technique. The sin

gle most important factor that can cause an error in velocity 
measurements is the difference between bead sizes of ther
mocouple junctions in a pair. Any such difference affects the 
time constant of the thermocouples, consequently producing 
an error in measurements of the true convection time of the 
flow. Other errors due to sampling rate and signal quality have 
already been discussed. 

To estimate the effect of bead-size difference, two velocity 
profiles in a ceiling jet under steady-state conditions were ob-
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Fig. 7 Comparison of the CCV versus pitot tube measurements for pipe 
flow at the pipe exit 

tained while reversing the thermocouple orientation. This test 
was carried out using a small fire, approximately 1.0 kW, and 
measurements were performed at an r/H value of 0.5. The 
results are shown in Fig. 6. Each data point represents a mean 
velocity value averaged over 3 minutes using twelve 10 second 
long data records collected every 5 seconds. It is clear that the 
differences in the measured velocity due to the thermocouple 
orientation are small. These differences are less than 5 percent, 
except for one pair with a velocity difference of 9 percent with 
respect to the average value of the two orientations, which was 
replaced. Errors due to bead size differences are to some extent 
controllable. It is possible to either make certain that the se
lected thermocouple beads are of nearly equal size (by con
ducting a similar experiment) or to measure the error in the 
velocity due to the bead-size differences and correct the data. 

Calibration of the Velocity Measurements. To verify the 
CCV, other velocity measurement techniques were employed 
and a nonisothermal, turbulent flow was simulated using a 
"flow generator." 

The flow generator was constructed from a short horizontal 
PVC pipe, with a 40.77 mm i.d. Air supplied at the inlet of 
the pipe was monitored by a calibrated flowmeter. Several fine 
mesh screens in the pipe were used to straighten the flow. At 
two pipe diameters upstream of the outlet of the pipe a helical 
shaped heating coil with a diameter of 4.8 mm, made of ni-
chrome wire, was placed with its central axis aligned approx
imately with the centerline of the pipe. More screens were place 
downstream of the heating coil, at the pipe exit, to eliminate 
any velocity deficit caused by the coil. The heated wire-induced 
thermal fluctuations needed to trace the flow by the thermo
couple sensors. 

The velocity at the pipe exit was measured by a 3.175-mm-
dia pitot-static tube connected to a capacitance differential 
pressure sensor with a range as low as 10~~4 mm Hg. The CCV 
probe was placed at the pipe exit with d set at 30 mm. Two 
different flow rates, 62.7 liters/min (flow #1) and 47.9 liters/ 
min (flow #2) were selected for the calibration. 

The pitot tube and CCV measurements were performed si
multaneously for both flow rates. The pitot tube was positioned 
behind the top thermocouple pair and the pipe was traversed 
vertically to obtain the velocity profile. The sampling rate was 
set at 3240 Hz, thus providing a resolution of 1 percent on 
selecting the correct T. The results of this experiment showed 
excellent agreement between the pitot tube and thermocouple 
measurements, Fig. 7. The measurements for the lower flow 
rate displayed a higher difference between the CCV and pitot 

Table 1 CCV calibration results: individual thermocouple pair velocity 
measurement versus pitot tube velocity measurement 

P a i r 
No. 

1 

2 

3 

4 

5 

6 

7 

8 

Flow # 1 , 6 2 . 7 1/min 

P i t o t 
Tube 
(m/s) 

0 .83 

0 .89 

0 .90 

0.89 

0 .88 

0.93 

0 .93 

0.92 

CCV 
Probe 
(m/s) 

0 .89 

0 .88 

0.92 

0 .91 

0.92 

0.92 

0.93 

0.86 

Flow # 2 , 4 7 . 9 1/min 

P i t o t 
Tube 
(m/s) 

0 .67 

0.70 

0.69 

0.73 

0.72 

0.72 

0 .76 

0.75 

CCV 
Probe 
(m/s) 

0 .65 

0 .67 

0.73 

0.72 

0.73 

0.75 

0 .74 

0 .68 

Table 2 Calibration of CCV measurements using hot-wire anemometry 

CCV Probe 
Pair 

1 

2 

3 

1 

2 

3 

1 

2 

3 

No. 
Average 

Veloci 
(m/s) 

0.40 

0.41 

0.42 

0.75 

0.79 

0.79 

1.08 

1.06 

1.01 

CCV 
•V 

Correlat 
Coef f ic i 

0.70 

0.72 

0.85 

0.89 

0.97 

0.30 

0.89 

0.80 

0.81 

ion 
ent 

Hot 
Vel 

-wire 
oc i ty 

(m/s) 

before: 
a f te r : 
average: 

before: 
a f te r : 
average: 

before: 
a f te r : 
average: 

0.41 
0.43 
0.42 

0.76 
0.74 
0.75 

1.02 
1.06 
1.04 

m/s 
m/s 
m/s 

m/s 
m/s 
m/s 

m/s 
m/s 
m/s 

tube data. This may be due to buoyancy effects or limitations 
of the pitot-tube pressure transducer. 

It has been stated that the strength of the thermal fluctua
tions is an important factor in obtaining good correlation and 
by extension reliable velocity measurements. Near the edge of 
the pipe, the amplitude of thermal fluctuations is reduced, 
resulting in reduced temperature gradients. In Fig. 7, the data 
points close to the top edge of the pipe seem to indicate the 
effect of buoyancy, as well as smaller thermal fluctuations, on 
the velocity measurements. This also indicates that the CCV 
technique may suffer in the wall shear layer region where the 
small eddies tend to be much smaller than d and also dissipate 
quickly. This should only affect the velocity measurements, 
since the temperature measurements in these regions can be 
made using only one of the thermocouples. The average value 
from a thermocouple pair may misrepresent the desired point 
temperature measurement in the wall region. 

To examine every thermocouple pair in the probe, individual 
pairs were aligned with the centerline of the pipe one at a time. 
Table 1 contains the results of this experiment. The pitot tube 
measurements and thermocouple values are in agreement to 
less than 5 percent of the average of the two measurements 
for all pairs. 
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Table 3 Calibration of CCV measurements using Laser-Doppler Ve-
locimetry 

Average CCV 
Velocity (m/s) 

0.207 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 

228 
247 
355 
398 
562 
639 
671 
675 
845 
850 
875 
090 
106 
435 

LDV 
•(m/s) 

0.212 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 

227 
258 
373 
397 
567 
619 
666 
669 
865 
862 
898 
130 
141 
498 

(%) 
Diff. 

2.40 
-0 
4 
4 
-0 
0 
-3 
-0 
-0 
2 
1 
2 
3 
3 
4 

44 
26 
83 
25 
88 
23 
75 
90 
31 
39 
56 
54 
07 
21 
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Fig. 8 Calibration results for the CCV technique compared to the LDV 
measurements 

Calibration Using Laser-Doppler Velocimetry (LDV) and 
Hot-Wire Anemometry 

In order further to verify the CCV technique, a separate 
calibration program was devised (Marrion, 1989). A similar 
"flow generation" device to that described previously was 
constructed with a 101.6-mm-dia PVC tube. The air flow was 
generated using an electric fan. The flow was again passed 
through a number of screens and air-straighteners prior to it 
flowing over a heating coil. Using three thermocouple pairs 
separated by a 19-mm distance, hot-wire velocimetry and LDV 
measurements were performed. For all measurements, the ther
mocouple pairs were placed about the central axis of the pipe 
spaced approximately 3 mm apart vertically and 25 mm from 
the pipe exit. 

Hot-Wire Measurements. Velocity measurements were ob
tained for a constant cold flow, i.e., before the heating coil 
was turned on, using a hot-wire probe. For these measure
ments, the hot-wire probe was placed midway between the 
thermocouple pairs. The heating coil was then turned on and 
the measurements were repeated using the CCV probe indi-
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Fig. 9 Velocity profiles in a ceiling jet flow, measurements using the 
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Fig. 10 Temperature profiles in a ceiling jet flow, measurements using 
the CCV technique 

vidual thermocouple pairs. Two to three CCV measurements 
were performed using 7-10 second long data records and the 
velocity measurements were averaged between the 2-3 separate 
measurements. The hot-wire measurements were repeated after 
the heating coil was turned off and cooled. This test was per
formed for velocities varying between 0.4 and 1.05 m/s. Results 
shown in Table 2 indicate that the difference between the two 
measurements were less than ±5 percent (compared to the 
average of the velocities measured by the two techniques). 
These were certainly encouraging yet inconclusive results. 
Clearly, simultaneous measurements of the velocity using the 
CCV and a baseline technique were desirable. 

Laser-Doppler Velocimetry Measurements. An LDV sys
tem consisting of an argon-ion laser and associated optics was 

' next used as a reliable baseline velocity measurement technique. 
The flow was seeded using incense sticks and the LDV meas
urements were obtained at the midpoint between the CCV 
probe sensors. The thermocouples were sampled at 250 to 1000 
Hz for low to high velocities, respectively, over a 7 second 
period. Each data set for a given velocity represents an average 
of two to five measurements of the LDV and CCV. The LDV 
measurements were obtained when 1000 particles crossed the 
laser control volume over 5 to 20 seconds with the increased 
sample time occurring at lower velocities. 
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Table 3 contains the results of this calibration for velocities 
between 0.2 and 1.4 m/s. These results are also plotted in Fig. 
8, where the 45 deg line indicates how closely the CCV and 
LDV measurements compare. The percent difference between 
the LDV and CCV measurements is less than ± 5 percent for 
all the measured velocities. 

The two separate and independent verification programs 
using pitot tube, hot-wire anemometry, and LDV measure
ments ensure that the CCV is quite accurate within less than 
±5 percent of the preferred velocity component of a non-
isothermal turbulent flow.'The two flow generation devices, 
along with the ceiling jet flow, which contain large-scale eddies, 
produced different flow regimes and different scales of tur
bulence covering a reasonable range of low-velocity, low-in
tensity turbulent flows. 

Velocity and Temperature Profiles 
Some results from the ceiling jet measurements for a 2.0 

kW fire are presented here. The velocity and temperature pro
files for times of 5 and 30 seconds (time zero was the start of 
the fire), 10 minutes, and the ceiling steady-state condition are 
plotted in Figs. 9 and 10. The data record length was 10 sec
onds. A number of records were used to generate average 
profiles at the 10-minute and steady-state condition. The steady-
state condition was reached after approximately 35-40 min
utes. Data were sampled such that the resolution in selecting 
T was better than 5 percent for d = 5 cm. The temperature 
difference, Fig. 10, represents the difference between the ab
solute temperature of the ceiling jet and the ambient temper
ature. The data yield well-formed profiles and the scatter seems 
to be mostly due to combining the data from three runs where 
the probe vertical position had to be changed three times to 
obtain the necessary data over a 155 mm vertical span in the 
ceiling jet. 

To demonstrate the transient measurement capability of this 
technique, Figs. 9 and 10 contain the velocity and temperature 
profiles at 5 seconds into the run. Each of these profiles is 
formed from a 10-second-long data record (hence no averaging 
performed), and it should be noted again that the probe had 
to be lowered to two new positions to obtain all the data points. 
Some of the scatter is due to a possible timing difference in 
initiating the data collection in each of the runs. Yet, remark
ably well-formed profiles are obtained. The results have been 
compared to some limited data obtained by workers who have 
used other velocity measurement techniques (Motevalli, 1989). 
These comparisons indicate a reasonable agreement between 
this work and previous efforts. 

Conclusions 
The technique presented here is deemed to be quite suitable 

for low-speed, low turbulent intensity, nonisothermal flow 
measurements. Among its important advantages are the ca
pability to measure flow velocity and temperature simulta
neously and obtain multipoint measurements rather simply. 
Furthermore, disturbance of the flow by the sensors is almost 
as low as that by hot wires. In addition, it has been demon
strated that the CCV can be used to measure the flow velocity 
component in the preferred flow direction reliably while the 
pitot tube and hot-wire measurements can be suspect due to 
the effect of other velocity components. 

Extensive comparisons of the Cross-Correlation Velocimetry 
technique with the Laser-Doppler Velocimetry, hot-wire ane
mometry and pitot-static tube measurements demonstrate that 
the CCV technique provides accurate velocities that agree with 

the most reliable baseline technique, namely the LDV, within 
less than ±5 percent. 

The limitations of the CCV technique have been extensively 
discussed here. The CCV can be used for nonisothermal flows 
with a preferred velocity component and thermal fluctuations 
that are distinct enough to provide a higher than 50 percent 
correlation. In this particular study, thermal fluctuations of 
at least ±2°C about the flow mean temperature seem to have 
satisfied the above requirement. This limitation is, however, 
controllable through instrumentation, and provides high sig
nal-to-noise ratios. 

Finally, the CCV offers a relatively simple, inexpensive and 
accurate multipoint velocity measurement technique with the 
added capability of simultaneous temperature measurements. 
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Free-Stream Turbulence and 
Concave Curvature Effects on 
Heated, Transitional Boundary 
Layers 
An experimental investigation of transition in concave-curved boundary layers at 
two free-stream turbulence levels (0.6 and 8.6 percent) was performed. For the 
lower free-stream turbulence intensity case, Gortler vortices were observed in both 
laminar and turbulent flows using liquid crystal visualization and spanwise velocity 
and temperature traverses. Transition is thought to occur via a vortex breakdown 
mode. The vortex locations were invariant with time but were nonuniform across 
the span in both the laminar and turbulent flows. The upwash regions between two 
vortices were more unstable than were the downwash regions, containing higher 
levels ofu' and u'v', and lower skin friction coefficients and shape factors. Tur
bulent Prandtl numbers, measured using a triple-wire probe, were near unity for all 
post-transitional profiles, indicating no gross violation of Reynolds analogy. No 
streamwise vortices were observed in the higher turbulence intensity case. This may 
be due to the high eddy viscosity, which reduces the turbulent Gortler number to 
subcritical values, thus eliminating the vortices, or due to an unsteadiness of the 
vortex structure that could not be observed by the techniques used. Based upon 
these results, predictions that assume two-dimensional modeling of the flow over a 
concave wall with high free-stream turbulence levels, as on the pressure surface of 
a turbine blade, seem to be adequate—there is no time-average, three-dimensional 
structure to be resolved. High levels of free-stream turbulence superimposed on a 
free-stream velocity gradient (which occurs within curved channels) cause a cross-
stream transport of momentum within the flow outside the boundary layer. The 
total pressure within this region can rise above the value measured at the inlet to 
the test section. 

Introduction 
Due to the sensitivity of transition to many factors (e.g., 

free-stream acceleration, the level of free-stream turbulence 
and its characteristics, surface roughness, surface curvature, 
surface heating, wall suction, compressibility, and unsteadi
ness), an understanding of transition is far from complete. A 
study of the effects of streamline curvature and free-stream 
turbulence intensity on transition, with applications to flows 
in gas turbines, has been undertaken at the University of Min
nesota. The program began with a study of the effects of two 
levels of free-stream turbulence (0.68 and 2.0 percent) on flat-
plate transition (Wang et al., 1985). Streamline convex cur
vature effects were then studied by Wang and Simon (1987). 
Kim et al. (1989) revisited free-stream turbulence intensity ef
fects on transition over flat plates using conditional sampling 
on the intermittency function, including direct measurements 
of the turbulent Prandtl number. In the present paper, the 
effects of streamline concave-curvature and free-stream tur
bulence intensity (0.6 and 8.6 percent) on boundary layer tran
sition and heat transfer are presented. Numerous hydrodynamic 
studies on the vortex breakdown process have been performed. 
A few studies have looked at heat and momentum transfer 
within turbulent boundary layers that were suddenly intro
duced to concave curvature. However, to the authors' knowl- • 
edge, no work to date has focused on measuring heat transfer 
levels in boundary layers undergoing transition on concave 
surfaces, especially at higher free-stream turbulence intensity 
levels. This flow is important, as much of the flow over the 
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pressure side of some turbine blades is known to be undergoing 
transition. The present study was undertaken with this appli
cation in mind. A brief review of the literature follows. 

Taylor-Gortler vortices that form on the concave wall (first 
predicted by Gortler, 1940, see Fig. 1) hasten the transition 
process by producing unstable cross-span and cross-stream 
inflection point velocity profiles. The formation of these vor
tices is controlled by the Gortler number, defined as 

G = 
Upwh 

Clauser and Clauser (1937) and Liepmann (1943) concluded 
that concave curvature has a destabilizing effect on the flow, 
showing transition to occur earlier than on a flat plate. Wort-
mann (1969), in a flow visualization study, identified three 

downwash 

upwash 

Fig. 1 
(1984) 

Schematic diagram of Gortler vortices, from Crane and Sabzvari 
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modes of instability where Gortler vortices represented the 
primary instability. The secondary instability manifested itself 
as a tilting of the vortex structure, resulting in highly unstable 
double inflection point velocity profiles. In a third-order in
stability, the vortex structure oscillated. Bippes (1978) also 
observed a meandering of the vortex structure prior to break
down to turbulence. The critical Gortler number (Gc) for onset 
of the primary instability ranged from 6 to 10, decreasing with 
increasing free-stream turbulence intensity. Pressure gradients 
in the direction of the flow had little effect on stability. Swear-
ingen (1985), using smoke visualization and hot-wire rakes, 
found that the breakdown of vortices occurs via either a 
horseshoe vortex mode or a sinuous mode . Breakdown to 
turbulence, which destroyed the coherent structure of the field, 
occurred shortly downstream. Inflection points in the spanwise 
direction were more unstable than inflection points in the cross-
stream direction. McCormack et al. (1970), who studied the 
effects of Gortler vortices on heat transfer in a duct, found 
Nusselt numbers 30 to 190 percent greater on the curved wall 
than on the corresponding flat plate. 

The effects of concave curvature on turbulent boundary 
layers are well documented. One of the first to study this was 
Tani (1962), who proposed replacing the molecular diffusivity 
in the Gortler number with the eddy diffusivity to obtain a 
turbulent Gortler number. So and Mellor (1975) found a system 
of longitudinal vortices that were unstable, disintegrating to 
high turbulence levels downstream. Ramaprian and Shivapra-
sad (1977) found the outer region of the boundary layer to be 
very sensitive to wall curvature, reaching a self-preserving form 
very soon after entry into the curve. Mean profiles agreed with 
the log-law, the extent of the turbulent core being increased 
by concave curvature. Shizawa and Honami (1983) found sim
ilar results, noting that the Coles profile parameter (II) de
creases to zero and becomes negative. In a later paper, Shizawa 
and Honami (1985) suggested that the Gortler numbers may 
be reduced to the stable regime if the eddy viscosity becomes 
large enough, as the vortex structure within the boundary layer 
disappears. Barlow and Johnston (1988a, 1988b) found lon
gitudinal vortices that appeared and disappeared randomly in 
space and time. When vortex generators were placed upstream 
of the curve, however, the vortex motion stabilized. Bursting 
was suppressed in the downwash region and enhanced in the 
upwash region. Although lower velocities near the wall in the 
upwash suggest decreased local skin friction, increased bursting 
compensated for the d rop , resulting in a relatively constant 
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Fig. 2 Schematic of the test facility (plan view) 

skin friction coefficient across the span. They felt that a two-
dimensional simulation of the flow would be sufficient. Similar 
conclusions were reached by Simonich and Moffatt (1982) in 
a heat transfer study in which they found that the Stanton 
number varied by only 15 percent, even under the most en
ergetic downwash. 

A description of the test facility and a summary of the results 
obtained for the low and high free-stream turbulence intensity 
cases are presented below. Flow parameters and profiles de
scribing the heat and momentum transfer levels at the upwash 
and downwash locations associated with the vortex pairs are 
presented. 

Test Facil ity, Measurement Techniques , and Qualif i
cat ion 

A schematic of the test facility is shown on Fig. 2. The 
tunnel was originally designed and built by Wang (1985) and 
modified as described by Kim et al. (1989). Details of the test 
facility may be found from Wang (1985). The test channel was 
rectangular, 68 cm wide, 11.4 cm deep, and 137 cm long. The 
nominal free-stream turbulence intensity, measured using a 
cross-wire thermal anemometer probe oriented in two perpen
dicular directions, was 0.6 percent. Mean velocity was uniform 
to within 3 percent, and turbulence intensity was uniform to 
within 6 percent of its value at the beginning of the test section. 

Nomenclature 

b = 
Cf = 
CP = 
G = 

Gr = 
P = 

Pr, = 
<?" = 

R = 

r 
Re 
St 
T 
t 

TI 
U 

bar width 
skin friction 
specific heat 
Gortler number 
Grashof number 
production of shear stress 
turbulent Prandt l number 
heat flux per unit time and 
area 
wall radius of curvature or 
resistance, depending on 
context 
local radius of curvature 
Reynolds number 
Stanton number 
temperature, mean value 
time or instantaneous tem
perature, depending on con
text 
turbulence intensity 
mean streamwise velocity 

w = 

V t = 

X = 

y = 
z = 

52 = 
X = 
v = 
n = 
p = 

instantaneous streamwise ve
locity 
instantaneous cross-stream 
velocity 
instantaneous cross-span ve
locity 
turbulent shear stress, time 
averaged 
cross-stream turbulent trans
port of heat, time averaged 
streamwise distance 
cross-stream distance 
cross-span distance 
momentum thickness 
wavelength of vortices 
kinematic viscosity 
Coles wake parameter 
autocorrelation or density, 
depending on context 
shear stress or time delay, 
depending on context 

Subscripts 
c = 

e = 
P = 

pw = 
t --

tr = 
w = 

X = 

00 = 

= critical or computed value, 
depending on context 

= eddy value 
= local potential flow value 
= potential value at wall 
= turbulent 
= transition 
= wall value or wall, depending 

on context 
= based on streamwise distance 
= free-stream value 

Superscripts 

= fluctuating component , in
stantaneous or rms, depend
ing on context 

+ = wall coordinates 
= (overbar) mean value 
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Fig. 3 Jet-grid turbulence generator (from Russ, 1989). Flow is from 
left to right in the side view. 

A free-stream turbulence level of 8.6 percent at the entrance 
of the test section was achieved with an insert section down
stream of the contraction nozzle. This insert, shown on Fig. 
3, is a biplane grid of 4.2 cm o.d. polyvinyl chloride (PVC) 
pipes on 10.8 cm centers. A 96.5-cm-long downstream length 
before the test section allows turbulence development. The grid 
is similar to that of O'Brien and vanFossen (1985). A rotating 
slant wire (Russ, 1989), used to measure all three components 
of velocity, showed that u' ~l.06v' and u' ~w'. The tur
bulence was, thus, quite isotropic. 

The evaluation of uncertainties in hot-wire measurements is 
very difficult. Even if the uncertainty in the hot-wire calibration 
is made arbitrarily small, there is always the doubt whether 
the hot-wire response inferred from a static calibration is ap
plicable over the frequency range of interest. Perry (1982) states 
that errors as high as 10 percent in the mean square energy 
distribution of the turbulence are possible, but that the broad
band turbulence results are much less affected since the energy-
containing components of the turbulent motions are mainly 
weighted toward the low-frequency end. The reader is referred 
to Perry (1982) for further discussion of uncertainty in hot
wire measurements. Based upon Perry 's discussion and the 
authors ' experience during qualification runs, an uncertainty 
for the single-wire measurements of 5 percent is assigned as 
is 10 percent for the cross-correlation measurements 

( H ' v' and v't'). These values are also consistent with the scat
ter in the measurements as observed by the authors . 

Local values of the skin friction coefficient (C/) were found 
from the mean velocity profiles measured using a single hot 
wire. In laminar flows, C/was determined by fitting the near-
wall data to the equation 

U+=y+ 

where 

U/UDW M yUpw4c/2 
U+ = 

In turbulent flows, 
wall, given by 

y = -

the data were also fit to the law of the 

£/+=2.441n(y+)+5.0 
and the van Driest damping region in the buffer layer (see 
Kays and Crawford, 1980). Within transition, skin friction 
values were determined by fitting the near-wall data points in 
the viscous sublayer to the C/+ =,y+curve. 

Qualification of the bendable test wall (while in a flat con
figuration) was discussed in a previous paper (Kim et al., 1989). 
In the present experiment, the test wall was bent to a radius 
of curvature of R = 97 cm, and the shape of the outer, flexible 
wall was adjusted such that the static pressure coefficient (ref
erenced on the upstream static pressure) at the test wall was 

Table 1 Summary of boundary layer parameters for the lower turbu
lence intensity case; upwash and downwash are denoted by (u) and (d), 
respectively; stations 1 and 2 are pre-transitional 

Station 

1 
2 (d) 
2 (ii) 
3 (d) 
3 (u) 
4 (d) 
4 (u) 
5 (d) 
5 <u) 

X 

(m) 

.089 

.356 

.356 
,610 
.610 
.876 
.876 
1.130 
1.130 

Upw 
( m / s ) 

16.53 
17.24 
17.23 
17.08 
17.11 
17.14 

' 17.13 
16.76 
16.76 

82 

(mm) 

0.213 
0.164 
0.531 
0,996 
1.124 
1.167 
1:820 
1.898 
2.718 

Xl0"5 

.917 
3.76 

3.757 
6.389 
6.403 
9.244 
9.234 
11.64 
11.65 

R=82 

219 
173 
561 
1044 
1181 
1231 
1917 
1954 
2801 

Cf 

xlO3 

2.23 
4.60 
2.10 
4,80 
4.15 
5.20 
4.20 
4.70 
3.70 

ATW 

(°C) 

3,95 
4.23 
3.88 
4.20 
4.15 
4.31 

Qw" 
(W/m 2 ) 

147,8 
147.8 
148.3 
148.3 
146.6 
146.6 

uniform to within 3 percent. Qualification of the test facility 
was performed in the low 77 configuration. Measured free-
stream velocity variations within the curve at stations 3 and 4 
(see Table 1 for boundary layer parameter values at these 
stations) were compared with the theoretical velocity distri
bution given by: 

Ur= const = UpwR. 

Although they agreed quite well, there was a slight discrepancy 
(the source will be discussed when describing the high free-
stream turbulence intensity case in which the discrepancy is 
more severe). Because of this discrepancy, calculation of 
boundary layer thicknesses were not precise; distances normal 
to the wall were therefore normalized on the wall radius of 
curvature, R, 

Wall heating destabilizes the flow in two ways. First, heating 
increases the viscosity near the wall, leading to inflectional 
velocity profiles (see Schlichting, 1979). Second, the fluid den
sity near the wall decreases, causing heated fluid to move away 
from the concave wall under the influence of centrifugal forces. 
The second effect is discussed by Lin et al. (1982) who studied 
the effect of wall heating on a horizontally oriented concave 
curved wall. They found that when 

Gr 
^ > 2 . 9 9 , 

buoyancy forces dominate centrifugal forces and vortices grow. 
The Grashof number, Gr, is based on gravitational accelera
tion. Since the centripetal acceleration in the present test is 
much larger than the gravitational acceleration (approximately 
25 times), the gravitational acceleration in the above Grashof 
number may be replaced by the centripetal acceleration to 
determine whether the vortices grow. This yields 

Gr 
G: = 5.5x10" 

implying that the buoyancy term has little effect on the in
stability. The main destabilizing effect of heating on the flow 
is the increase in fluid viscosity near the wall. This is minimized 
by using the minimal heat flux, dictated by requirements on 
uncertainty. 

Temperature profiles were normalized to wall coordinates, 
!T+versus y+, where 

T+=-
qw/pCp 

which required local wall heat flux and temperature values. 
Thermocouples were embedded — 1 mm (40 mil) into the wall 
behind a lexan/liquid crystal composite, which tended to 
smooth temporal and spatial variations in wall temperature. 
Effects of this smoothing were significant only when the vortex 
spacing was comparable to the composite thickness. The vortex 
wavelength in the late laminar flow was ~4 mm, giving a 
vortex wavelength to composite thickness ratio of ~4. Al
though this was encouragingly large, some smoothing of the 
temperature and wall heat flux variation was expected. The 
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Table 2 Summary of boundary layer parameters for the higher turbu·
lence intensity case
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Fig. 5 Spanwise variation in velocity at various normal distances from
the wall: (a) station 2, (b) slation 3
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Fig.4 Schematic of liquid crystal pattern showing the post·transitlonal
vortex pattern on a heated, concave wall. Endwalls are straight; the
apparent curvature is due 10 perspective.

~
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If the vortices did move, they did so at a higher frequency
than the liquid crystal ( - 1 Hz) response frequency and with
an amplitude that was small relative to the vortex wavelength.
There also are spanwise variations in temperature downstream
of transition (stations 3 to 5), implying that some vortex struc
ture may exist in the turbulent flow. Simonich and Moffatt
(1982) found no stable three-dimensional vortex structure on
the concave wall when a fully turbulent boundary layer was
introduced to concave curvature. Barlow and Johnston (1988a,
1988b), in a similar study, found that vortices appeared and
disappeared randomly across the span. When vortex generators
were used upstream of the curve, the Oortler pattern became
stationary. It appears that in the present study, the stable vortex
structure is established "naturally" using the laminar flow
structure to provide preferred spanwise locations for down
stream evolution of the vortices. Figure 4 shows that the vortex
wavelength is somewhat irregular in the turbulent flow from

Slation x Upw Rex Cf ll.Tw Qw
..

(m) (m/s) x10· 5 x103 (OC) (W/m 2 )

1 0.089 17.70 0.965 6.00 3.09 216.9
2 0.356 17.70 3.861 5.90 3.67 213.8
3 0.610 17.70 6.635 '5.30 . 4.11 211.4
4 0.876 17.70 9.543 5.30 4.04 211.8
5 1.13 17.70 12.34 5.00 4.21 210.8

vortex wavelength increased to 10-25 mm after transition; thus,
the problem essentially disappeared. Because of these prob
lems, only post-transitional temperature profiles are presented.
At these locations, uncertainty values of about 10 percent on
T+ are estimated.

The Stanton number is a nondimensional form of the heat
transfer coefficient defined as

• N

St= qw
pCpUoo ( Tw - Too)

The wall heat flux was computed by measuring the current
through the heater along with the corresponding voltage drop.
The power factor was measured to be unity. Corrections were
made for back heat loss (through the fiberglass insulation),
streamwise conduction, and radiation. The conductivity of the
lexan/liquid crystal composite and the emissivity of the liquid
crystal surface were measured as described by Kim (1990). Wall
temperatures were computed from the thermocouple voltages
and the heat flux. Since the thermocouples were located behind
the lexan/liquid crystal composite, corrections were made for
the temperature drop within the composite.

The uncertainty in Stanton number is 6 percent. This number
was calculated using the uncertainty propagation methodology
of Kline and McClintock (1953) and a 95 percent confidence
level. Sensitivity coefficients for the analysis were evaluated
by slightly perturbing the values of the input parameters to
the data reduction program one by one and observing their
effects on St, as described by Moffat (1980).

The embedded thermocouples at the centerline of the test
wall lie directly beneath a downwash for the post-transitional
stations. To find the wall temperatures at the upwash, two
stick-on foil thermocouples 0.0127 mm (0.5 mils) thick (made
by Rdf Corporation), configured to give the temperature dif
ference between the two junctions, were taped onto the wall
at the upwash and downwash locations.

Relevant parameters for the present study are shown on
Tables 1 and 2.

Results and Discussion

The Low TI Case-TI=O.6 percent. Shown on Fig. 4 is a
schematic of the liquid crystal pattern on the test wall showing
transition to turbulence. The spanwise variation in heat flux
seen on the liquid crystal surface is believed to be caused by
Oortler vortices. Observations of the liquid crystal show that
the vortices change spacing at the point of transition. It is felt
that the flow undergoes transition through a vortex breakdown
process. A streaky pattern remains after transition, however,
indicating that the large-scale vorticity persists into the tur
bulent flow. The unevenness of the streamwise position of the
color-sensitive zone from vortex to vortex across the span
implies that the vortices transition to turbulence independently
of one another. This is consistent with the observations of
Swearingen (1985), who used smoke to visualize the vortex
breakdown. The transition pattern is quite unlike that observed
on the flat wall, in which very little spanwise irregularity was
observed. The spanwise temperature variation in the laminar
flow was stable in time and space, indicating that the vortices
had preferred spanwise locations in the time-averaged flow.
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Fig. 6 Velocity profiles at the upwash and downwash normalized on 
wall coordinates: (a) station 2, (6) station 3 

vortex pair to vortex pair across the span. Similar observations 
showed similar behavior in the laminar flow. The parameter 
controlling this spacing may have been the geometry of the 
last screen upstream of the nozzle, as observed by other re
searchers (e.g., Swearingen, 1985; Bippes, 1978). 

Mean and Fluctuating Velocity. Results of various span-
wise traverses of the hot wire at constant y distances from the 
wall for stations 2 and 3 (pre-transition and post-transition 
stations, respectively) are shown on Fig. 5. The span wise var
iation of the mean velocity (shown) and fluctuating velocity 
(not shown) in the laminar flow (station 2) is especially pro
nounced, with a peak in velocity corresponding to a dip in 
fluctuating velocity, and vice versa, illustrating the unstable 
nature of the velocity profile in the upwash location. It is 
further seen that the vortex spacing from row to row in the 
late laminar flow (station 2) is quite irregular, as observed in 
the liquid crystal visualization, and that the upwash and down-
wash do not align, indicating a tilted vortex structure in the 
time-averaged flow. Also, close inspection of the fluctuating 
velocity revealed a double peak in u' within the vortex, con
sistent with the observations of Swearingen (1985). The dif
ferences in the spanwise profiles between the upwash and 
downwash positions (Fig. 5) become much less pronounced 
after transition (station 3), possibly due to increased mixing 
in the boundary layer. Movement of the vortices from side to 
side may also have contributed to the reduction in differences 
between the upwash and downwash profiles. The vortex wave
length at station 3 became much larger than that at station 2, 
and no double peak in u', as seen in the laminar flow, 
appeared. 

The mean velocities normalized on wall coordinates at the 
upwash and downwash locations near the tunnel centerline are 
shown on Fig. 6. The upwash profile at station 2 is distinctly 
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inflectional and a dramatic difference between the upwash and 
downwash profiles is seen. Again, much of this difference 
disappears after transition. Although it appears that the up-
wash profiles have a fuller shape than the downwash profiles, 
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locations: (a) station 3, {b) station 5 

this is an artifact of the normalization (skin friction values for 
the upwash are smaller than for the downwash, resulting in 
higher U+ values in the upwash). 

Plots of skin friction coefficients versus Re* are shown on 
Fig. 7. Differences between the upwash and downwash values 
are larger in the late-laminar region (station 2) and smaller in 
the turbulent flow (stations 3, 4, and 5), consistent with the 
trends seen in the streamwise velocity and rms velocity profiles. 
This led to speculation that in the turbulent flow, the behavior 
may be better described in terms of a "turbulent" Gortler 
number (G,) (the Gortler number with the eddy viscosity re
placing the molecular viscosity). Values of G, based upon meas
ured eddy viscosity values are shown on Table 3. The eddy 
viscosity value chosen for this computation is the average value 
across the boundary layer. Values of G, decrease to ~ 1.3-1.5 
immediately after transition. The differences in Gr between the 
upwash and downwash locations after transition become much 
smaller than the difference before transition, supporting the 
observation of smaller differences in u and u' values between 
the upwash and downwash in post-transitional flow. 

Profiles of u' are shown on Fig. 8. The large variations in 
the late laminar flow (station 2) between profiles taken at the 
upwash and downwash locations completely disappear after 
transition (station 3). The near-wall peak in u' is consistently 
near 11 percent for all the post-transitional profiles, indicating 
a near-wall, curved-asymptotic situation, i.e., a situation in 
which the profiles do not change further with axial distance. 

Shear Stress Profiles. Profiles of the shear stress ( H V ) 
for two post-transitional stations are shown on Fig. 9. The 
data in the laminar flow are not reliable since the spacing 
between the wires of the X-wke probe is comparable to the 
vortex wavelength; when the probe is traversed in the span wise 
direction in the boundary layer at that location, the wires were 
not simultaneously in an upwash or downwash. 

The shear stresses at the wall plotted on these figures were 
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Fig. 10 Stanton number variation on the test wall 
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Fig. 11 Mean temperature profiles along the wall at the upwash and 
downwash locations: (a) station 3, (b) station 5 

computed from skin friction values deduced from mean ve
locity profiles. Generally good agreement between the wall 
values and the profile values is seen. Turbulent shear stresses 
away from the wall in the upwash locations are greater than 
the shear stresses in the downwash locations in the turbulent 
flow, a reversal from the wall shear values (C/in the upwash 
location is smaller than in the downwash location). A distinc
tion must be made between the near-wall flow and the wake 
flow, however. The wake flow is more affected by the large 
vortical motion which convects turbulent fluid toward the up-
wash. 

Stanton Number. The Stanton number variation along the 
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Fig. 12 Cross-stream heat flux profiles along the wall at the upwash 
and downwash locations: (a) station 3, (b) station 5 

concave wall is plotted on Fig. 10 along with [the correspond
ing] flat-plate results taken with nominally the same free-stream 
turbulence level (Kim et al., 1989). Concave curvature is highly 
destabilizing, causing transition to occur earlier than on the 
flat plate. The transition start, path, and length vary depending 
on whether the centerline thermocouples are beneath a down-
wash or an upwash, however. Measurements at different lo
cations relative to the vortices were made by changing the free-
stream velocity to change the boundary layer thickness and 
thus the vortex wavelength, enabling the embedded thermo
couples along the centerline, used to gather the Stanton number 
data, to lie under an upwash for the 6.74 m/s case or under 
a downwash for the 17.2 m/s case. Transition occurs over a 
shorter length under an upwash than under a downwash. Stan
ton number values for the upwash locations in the laminar 
flow lie slightly below the laminar correlation while the down-
wash values lie slightly above the correlation. Both are influ
enced by slight wall heating and unheated starting length effects. 

Mean and Fluctuating Temperature Profiles. Mean tem
perature profiles normalized on wall coordinates are shown 
on Fig. 11. The striking feature of these profiles is their de
viation from the thermal law-of-the-wall. While investigating 
a single pair of vortices with the common flow toward the wall 
in a turbulent boundary layer, Pauley and Eaton (1988) found 
increases in T+ in general, but decreases in the upwash region. 
The increase in T+ values in both the present case and in the 
Pauley and Eaton study may be due to enhanced mixing of 
the heated boundary layer flow with the free stream, resulting 
in an overall lowering of the temperature in the boundary layer. 
The present results and those of Pauley and Eaton (1988) 
indicate that the thermal law-of-the-wall is not valid in bound
ary layers that have strong, streamwise vortices embedded 
within them. 
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Fig. 13 Turbulent Prandtl number profiles along the wall at the upwash 
and downwash locations: (a) station 3, (b) station 5 

Turbulent Heat Flux and Turbulent Prandtl Num
ber. Profiles of cross-stream heat flux normalized on the wall 
heat flux are shown on Fig. 12. The profiles approach unity 
near the wall, as expected. The cross-stream diffusion of heat 
is greater in the upwash than in the downwash, similar to the 
behavior observed in the shear stress profiles. Again, this oc
curs due to spanwise convection of heat to the upwash loca
tions. Values of v't' in the upwash are greater than those in 
the downwash, even though Stanton numbers under the up-
wash regions are lower than those under the downwash regions, 
similar to that seen for turbulent shear stress profiles and wall 
shear stress values. 

Profiles of the turbulent Prandtl number deduced from 
u'v', v't', and the gradients in velocity and temperature (see 
Kim, 1990 for a summary of the measurement technique) are 
shown on Fig. 13. Near-wall values are near unity, indicating 
no gross violation of Reynolds analogy. The data in the outer 
part of the boundary layer are not reliable due to the small 

values of u' v' and v't' and the very shallow gradients in ve
locity and temperature. 

The High TI Case—TI = 8.6 percent. This case deals with 
the effects of concave curvature on transitional low Reynolds 
number boundary layers under high free-stream turbulence 
conditions. The free-stream turbulence at the test section en
trance, generated using the biplane grid generator described 
earlier, was 8.6 percent. The power spectral distribution was 
smooth, with no significant spikes over the range from 10 Hz 
to 10 kHz. Velocity and turbulence intensity profiles just up
stream of the test section entrance showed a mean velocity 
variation across the span of 3 percent and a variation in tur
bulence intensity of 6 percent of its nominal value. The free-
stream autocorrelation, given by 

P(T) = 
u' (t)u' (t + r) 

u'Ht) 
measured at the beginning of the test region and the center of 
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Fig. 14 Mean velocity profiles across the test section at various lo
cations along the test wall: (a) station 2, (b) station 5; the test section 
is approximately 115 mm wide 

the channel, was used to find two turbulence scales. The area 
under the autocorrelation curve, called the integral scale (3.3 
cm), represents the average size of the turbulent eddies. The 
Taylor microscale (0.61 cm), which is related to the turbulent 
dissipation, was determined from the curvature of the auto
correlation curve at the origin (T = 0 ) . A description of this 
measurement is given by Kim (1990). Scale measurements were 
not taken in the low-77 case. 

Perhaps the most startling find of this case was the cross-
stream transport of momentum within that portion of flow 
that was considered to be a potential core (the flow outside 
the boundary layer that would be expected to behave according 
to potential flow theory). Data to be presented indicate that 
the combination of a high free-stream turbulence intensity 
superimposed on a free-stream velocity gradient (due to the 
curve) causes a transport of momentum within the "potential 
core." As a result, the velocity profile in the core is flatter 
than predicted by potential theory (specifically, 
U(y)r(y) = const) due to this transport. Mean velocity profiles, 
measured across the flow normal to the test wall at each station 
(Fig. 14) are seen to deviate increasingly from the potential 
flow distribution with downstream distance. In contrast, sim
ilar measurements made for the low free-stream turbulence 
case (not shown) showed excellent agreement between the 
measured and theoretical potential velocity profiles. The de
viation is seen as early as station 2, where one would expect 
the boundary layer to be thin. The disagreement of the data 
with the potential flow theory may be due to a large momentum 
transport in the "core" flow. This is supported by the shear 
stress profiles (Fig. 15) where large values of shear stress are 
seen even at the channel centerline ( 7 = 6 0 mm). It seems that 
the high turbulence intensity in the core, when superimposed 
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on a velocity gradient, causes transport of momentum from 
the flow near the convex wall (higher velocities) toward the 
flow near the concave wall (lower velocities). The production 
term in the shear stress budget equation, given by 

P=v'2-—(2u'2-v 2)-
oy r 

shows that the production of shear stress can be positive for 
nonzero free-stream turbulence when streamline curvature is 
present (note that for this equation, r < 0 for concave cur
vature). The parameters thought to govern this phenomenon 
are the free-stream mean velocity gradient and turbulence level, 
and the wall curvature. The channel width is also a parameter. 
Consider two curved channels, one of which is wider than the 
other, with the concave wall being the radius of curvature 
shown on Fig. 2. Assume that the velocity at the concave wall 
(the wall at radius R) has been set up to give the same potential 
velocity, i.e., the same Upvl, in both cases. Since the flow is 
irrotational, the potential flow velocity profile must be given 
by Ur= const. If the inlet turbulence intensity is high, cross-
stream transport of momentum occurs, resulting in an aver
aging (flattening) of the velocity profile. Since the velocity at 
the convex wall is higher in the wider channel, the average 
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Fig. 18 Stanton numbers on the curved and flat walls at elevated free-
stream turbulence intensity 

velocity and the velocities near the concave wall will be higher 
across the wider channel. These higher velocities lead to higher 
cross-stream transport. 

A consequence of this is that the usual normalizing tech
niques applied to boundary layers are not applicable since 
neither a potential velocity at the wall nor a boundary layer 
thickness exists. The quantity selected to normalize velocities 
was a computed potential velocity at the wall determined by 
the upstream total pressure, a local static pressure, and the 
radius of curvature of the wall. Distances from the wall were 
normalized on the wall curvature, R. Momentum balances were 
not attempted in this case, due to the cross transport of mo
mentum. Energy balances were successful, however. 

No evidence of streamwise vortices was seen. The turbulent 
Gortler number (G,) could not be calculated for this case as 
no momentum thickness could be obtained. The values of the 
eddy viscosity in this case were, however, from 10 to 100 times 
the viscosity of the lower turbulence intensity case, suggesting 
that if G, could have been calculated, they would have been 
much lower than the values computed for the lower turbulence 
intensity case. Thus, G, is reduced to the stable region on the 
Gortler map and no vortices are expected. This is consistent 
with the measurements and the liquid crystal surface temper
ature visualization. Alternatively, it could have been that vor
tices exist, but that they appear and disappear randomly in 
time and space faster than the frequency response of the liquid 
crystal. Clearly, the near-wall flow appeared to be two-di
mensional. 

Mean and Fluctuating Velocity. Measurements of the mean 
velocity normalized on wall coordinates, Fig. 16, show no 
wakes, and a very short log-linear region. Both concave cur
vature and high free-stream turbulence reduce the size of the 
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wake. Skin friction (C/) values deduced from the near-wall 
velocity profiles show a monotonic decrease with Rex. 

Turbulence intensity profiles, Fig. 17, show near-wall peaks 
that decay slowly with streamwise distance. Turbulence inten
sity in the outer part of the flow decays rapidly from station 
1 to station 2, essentially stopping its decay beyond station 3. 
Baines and Peterson (1951) found that the decay of free-stream 
turbulence behind a grid of square bars is expressed by the 
equation 

where x is the distance from the grid generator and b is the 
bar width. The above equation was used with the station 1 
data to find an effective bar width of 2.78 cm for the present 
flow (note that cylinders of 4.45 cm diameter were used instead 

346/Vol. 114, MAY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of square bars in the turbulence generator). The equation was 
then used to obtain what the turbulence decay rate would have 
been had the test section been straight. When compared to the 
curved wall data, it was found that the turbulence decay rate 
appropriate for a straight channel was significantly greater than 
in the curved-wall flow. 

Stanton Numbers. Stanton numbers, Fig. 18, are com
pared to the corresponding high turbulence intensity, flat-wall 
case values (Kim et al., 1989). Concave curvature significantly 
increases heat transfer from the wall, suggesting increased mix
ing of the near-wall flow. Vortex activity may be responsible 
for this increase, although the high eddy viscosity would imply 
that there are no coherent vortices. Concave curvature is ex
pected to lead to increased instability and more frequent tur
bulent bursting, but did not lead to coherent cellular structures 
in this case. Thus, this concave-wall flow appeared two di
mensional. An energy balance for this flow showed excellent 
closure. 

Mean and Fluctuating Temperature Profiles. Mean tem
perature profiles normalized on wall coordinates are shown 
on Fig. 19. As in the lower turbulence intensity case, measured 
values of T+ differ from the thermal law of the wall. The 
discrepancy is much smaller in the present case, however, il
lustrating the effect of increased turbulence intensity and two-
dimensional behavior. 

Fluctuating temperature (t') profiles, measured using the 
triple-wire probe, approached zero in the isothermal outer 
portion of the flow. This illustrates a fundamental difference 
between the momentum and heat transfer processes. The 
boundary conditions for the two processes are different. Due 
to this nonsimilarity, the turbulent Prandtl number is expected 
not to equal unity. 

Turbulent Heat Flux and Turbulent Prandtl Num
bers. Profiles of the cross-stream transport of heat, Fig. 20, 
show near unity values near the wall, as expected. In contrast 
to the shear stress profiles, which remain high across the test 
section, the turbulent heat flux profiles approach zero in the 
outer party of the flow. The difference in boundary conditions 
between the heat and momentum transfer processes is again 
illustrated. 

Turbulent Prandtl numbers deduced from the triple-wire 
measurements, Fig. 21, are slightly higher than unity. This 
increase in Pr, in the outer flow is not surprising given the 
difference in boundary conditions discussed above. 

Conclusions 
The main conclusions of this transitional flow study are: 
1 Vortices with preferred spanwise locations exist in both 

the laminar and turbulent boundary layers for the low free-
stream turbulence intensity case. No coherent vortices were 
found for the higher turbulence intensity case. 

2 Concave curvature destabilizes the flow, causing tran
sition earlier than on the flat wall. This is a confirmation of 
earlier findings. 

3 No gross violation of Reynolds analogy occurs for the 
post-transitional profiles in both the low and high turbulence 
intensity cases, although small deviations from an exact anal
ogy were noted. 

4 High levels of free-stream turbulence superimposed on 
a free-stream velocity gradient were found to cause a cross-
stream transport of momentum and a production of turbulent 
kinetic energy within the "potential core" of the flow. 

5 Under high levels of free-stream turbulence, the concave-
curved transitional and turbulent boundary layers become two 
dimensional in the time-mean. 
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Turbulent Heat Transfer 
Augmentation Using Microscale 
Disturbances Inside the Viscous 
Sublayer 
We report here on an experimental study of heat transfer augmentation in turbulent 
flow. Enhancement strategies employed in this investigation are based on the near-
wall mixing processes induced in the sublayer through appropriate wall and near-
wall streamwise-periodic disturbances. Experiments are performed in a low-turbu
lence wind-tunnel with a high-aspect-ratio rectangular channel having either {a) 
two-dimensional periodic microgrooves on the wall, or (b) two-dimensional mi-
crocylinders placed in the immediate vicinity of the wall. It is found that micro-
disturbances placed inside the sublayer induce favorable heat-transport augmentation 
with respect to the smooth-wall case, in that near-analogous momentum and heat 
transfer behavior are preserved; a roughly commensurate increase in heat and mo
mentum transport is termed favorable in that it leads to a reduction in the pumping 
power penalty at fixed heat removal rate. The study shows that this favorable 
performance of microcy Under-equipped channel flows is achieved for microcylinders 
placed inside y+ —20, implying a dependence of the optimal position and size on 
Reynolds number. For microgrooved channel flows, favorable augmentation is ob
tained for a wider range of Reynolds numbers; however, optimal enhancement still 
requires a matching of geometric perturbation with the sublayer scale. 

1 Introduction 
Studies on heat transfer augmentation are motivated by sev

eral important factors; in general terms, from the thermal-
hydraulic design point of view, transport enhancement leads 
to a reduction in momentum-transport penalties at a fixed heat 
removal rate; on a specific level, in certain applications such 
as aerospace designs and high-power-density electronic equip
ment, enhancement assures high heat removal rates that are 
required for functionality and safety of these systems. For 
these reasons a large number of augmentation techniques (e.g., 
augmentation hardware modifications, rough surfaces, and 
flow oscillation) are employed as heat transfer intensification 
strategies for laminar and turbulent flows (Bergles, 1986). 

An important class of heat transfer augmentation techniques 
is based on the enhancement of mixing processes by generation 
of hydrodynamic instabilities in the region of highest resistance 
to heat transport. This method has been successfully applied 
to laminar and turbulent flows in recent studies (Karniadakis 
et al., 1988; Kozlu et al., 1988; Mikic et al., 1988). Intensi
fication of turbulent heat transfer plays a significant role in 
technological applications since many engineering systems op
erate under turbulent flow conditions. The most effective en
hancement technique for turbulent flows is based on the 
augmentation of near-wall mixing processes in the sublayer 
through appropriate wall and near-wall streamwise-periodic 
disturbances. 

There are a large number of studies on heat transfer aug
mentation employing this type of enhancement procedure. Al
though they are geometrically different, in all systems the 
common physical phenomenon is a change in the structure of 
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Contributed by the Heat Transfer Division and presented at the National Heat 

Transfer Conference and Exposition, Philadelphia, Pennsylvania, August 6-9, 
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the viscous sublayer, which is the region extending about 50 
wall units away from the wall (Coles, 1987). 

• Brouillette et al. (1957) studied the thermal-hydraulic 
behavior of the 60-deg V-shaped internally grooved tubes. The 
measured values of heat transfer coefficients and friction fac
tors were 10-100 percent and 15-400 percent higher than those 
of smooth channels for a Prandtl number of about 7.0, re
spectively. They found that the heat transfer coefficient was 
greatly influenced by the groove depth rather than the groove 
spacing. 

• Fortescue and Hall (1957) conducted experiments on the 
longitudinal-finned and transverse-finned fuel elements for the 
design of the Calder Hall nuclear reactor. Their heat transfer 
and pressure drop measurements for transverse-finned fuel 
rods for a Prandtl number of 0.71 indicated that fins should 
be closely placed to achieve a better reduction in momentum-
transport penalties. 

9 Dipprey and Sabersky (1963) experimentally investigated 
the heat and momentum transfer in smooth and rough tubes 
at several Prandtl numbers using water as the working fluid. 
Their three-dimensional roughness was formed by sand grains. 
They observed an increase in the heat transfer coefficient as 
high as 270 percent. These increases were, in general, associated 
with larger increases in the friction factor except that the in
crease in the heat transfer coefficient was more than the in
crease in the friction factor at the high Prandtl numbers. Their 
data mostly covered the "fully rough" flow regime. 

8 Han et al. (1978) investigated the heat transfer and fric
tion characteristics of the rib-roughened surfaces in an air 
channel. They studied the effects of rib shape, angle of attack, 
and pitch-to-height ratio on friction factor and heat transfer. 
A general correlation using the surface roughness parameters 
was developed to predict the thermal hydraulic behavior of 
these flows. Ribs at a 45-deg angle of attack were found to 
have a favorable heat transfer and friction behavior compared 
to ribs at 90-deg angle of attack and to sand grain roughness. 
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• Sparrow and Tao (1983) performed a study in a smooth 
channel having streamwise-periodic cylinders attached to the 
wall. They obtained highly detailed axial distributions of the 
local mass transfer coefficient using naphthalene sublimation. 
They studied the effect of the pitch-to-height ratio of the dis
turbance elements and the effect of the ratio of the disturbance 
height to the duct height on thermal-hydraulic data. They also 
investigated the effect of microdisturbances on the opposite 
smooth wall. 

» Kawaguchi et al. (1985) studied the heat transfer phe
nomena in a turbulent boundary layer having a cylinder array. 
They reported the optimum spacing between successive cyl
inders, and distance of the cylinders from the wall required to 
achieve the maximum heat transfer rate. They found that the 
performance of the cylinders in improving heat transfer en
hancement is better when they are placed closer to the wall. 

Most of the work on turbulent heat transfer augmentation 
has focused on the enhancement of heat transfer and the as
sociated unavoidable increase in the friction factor with respect 
to smooth channel flow. Increases in the heat transfer coef
ficient as high as 400 percent were achieved with accompanying 
changes in the friction factor rising as much as 58 times over 
the smooth wall case at the same Reynolds number (Bergles, 
1986). However, in these studies, the effect of microdisturb
ances located near or on the wall on the thermal-hydraulic 
behavior of these flows was not adequately explained in terms 
of governing variables, such as the placement and spacing of 
hardware modifications as a function of roughness Reynolds 
number. 

The aim of the present work is to investigate heat and mo
mentum transfer in turbulent flows under the presence of con
trolled wall and near-wall disturbances. To gain a better 
understanding of scalar transport phenomena in turbulent 
flows, two kinds of streamwise-periodic microdisturbances are 
employed: (a) wall disturbances (microgrooves), and (b) near-
wall disturbances (microcylinders). A parametric study for mi-
crocylinders is conducted by changing the distance between 
successive microcylinders, the diameter of the microcylinders, 
and the distance of the microcylinders from the heated wall. 
The purpose of the paper is to establish the underlying physical 
basis for the turbulent transport phenomena, which permits 
choice of the proper enhancement scheme for turbulent flows 
at a given thermal load. 

The outline of the paper is as follows: In Section 2 we present 
the experimental setup and geometric characteristics of the 

microdisturbances employed. In Section 3 we present and ana
lyze the thermal-hydraulic data for the augmentation schemes 
of interest. In Section 4 we compare microgroove and micro-
cylinder equipped turbulent channel flows with respect to min
imum-dissipation heat removal. Lastly, in Section 5, 
conclusions of the study are presented. 

2 Experimental Apparatus 
We shall consider two heat transfer augmentation schemes 

of (a) streamwise-periodic microgrooves, and (b) streamwise-
periodic microcylinders in a smooth channel as shown 
schematically in Figs. 1(a) and 1(b), respectively. The 
base geometry, smooth channel flow is obtained using the 
experimental setup of Fig. 1 (b) with microcylinders removed. 
We denote the base geometry as Z0 and describe the two aug
mentation geometries by sets Z„: Zx = [e/H, a/H, c/H} for 
the microgrooved channels, and Z2= [d/H, b/H, l/H] for the 
microcylindered channels. Here H is the channel height (see 
Figs, la and lb); e is the microgroove depth, a the stream wise 
groove length, and c the distance between successive grooves; 
d is the microcylinder diameter, b the distance between the 
microcylinders and the wall, / the distance between successive 
microcylinders in the array. Microcylinders are made of stain
less steel. They are supported at both ends and at the center 
to prevent vibration for the Reynolds number range of ex
periments. Plexiglass side walls are used. 

We consider one microgroove geometry (denoted by Zx = 
(e/tf=0.025, a/H=0.035, c/H=0.015}). The ranges of the 
wall variables e + , a+ , and c+ for the microgroove geometry 
were 9 . 5 < e + < 8 9 . 1 , 13 .3<a + < 124.7, and 5 .7<c + 

<53.4 for the Reynolds number range of experiments. We 
define the wall variables using the friction velocity and kine
matic viscosity: e+ = ute/v, where «„ is the friction velocity 
(ut = \[rjp where TW is the shear stress at the wall) and v is 
the kinematic viscosity of the fluid. For the shear stress rw, we 
use the value for smooth channel flow at the same Reynolds 
number. Seven different microcylinder geometries are studied 
(denoted by Z™, m = l,...,l) as given in Table 1. Experiments 
for microcylinders were conducted using one heated wall. As 
shown in Table 1, microcylinder disturbances were employed 
at the heated and/or at the unheated wall depending on the 
microcylinder geometry of interest. In this study, it is shown 
that the opposite wall does not have a significant effect on the 

N o m e n c l a t u r e 

a = 
b = 

c = 

d = 

D„ = 

e = 
/ = 
h = 

H = 

k 
I 

L 
Nu 
AP 

groove length (Fig. la) 
distance of the microcylin
ders from the wall (Fig. lb) 
distance between successive 
grooves (Fig. la) 
diameter of the microcylin
ders (Fig. lb) 
channel hydraulic diam
eter = 4 WH/2 ( W+ H) 
groove depth (Fig. la) 
friction factor 
heat transfer coefficient 
channel height (Figs, la and 
lb) 
modified Colburn analogy 
factor = l/2/(Re/Nu)Pr1 /5 

thermal conductivity 
distance between successive 
microcylinders (Fig. lb) 
channel length 
Nusselt number = hDH/k 
pressure drop 

Pr 
q" 
Re 

Rek 

T 
8T 

V 
W 

y, z 
y+ 

Prandtl number = v/a. 
heat flux per unit area 
Reynolds number = VDH/v 
roughness Reynolds num
ber = ute(b)/v 
temperature 
total temperature 
difference = Tw„- Tm:_ 

Z„ = 

A = 

friction velocity = \lrw/p 
channel-average velocity 
channel width (Figs, la and 
lb) 
Cartesian coordinates 
nondimensional y coordi
nate =yut/v 
set of geometric parameters 
for channel geometry n 
nondimensional thermal 
load = q"L/k8T 
dynamic viscosity 
kinematic viscosity 

p = 
Ty, = 

* = 

Subscripts 

in = 
m = 
n = 

out = 
w = 
0 = 

1 = 

2 = 

density 
shear stress at the wall 
nondimensional pumping 
power per unit width of the 
channel 

i 

inlet 
mixed mean 
channel geometry 
exit 
wall 
base geometry, smooth 
channel 
periodic microgrooved 
channel 
periodic microcylindered 
channel 

Superscripts 
m = microcylinder geometry (see 

Table 1) 
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Table 1 Characteristics of microcylinder geometries 

Geometry 

Z\ 

zl 
z\ 
z\ 
z\ 
zt 
zl . 

d/H 

0.015 

0.015 

0.015 

0.032 

0.015 

0.015 

0.049 

b/H 

0.025 

0.025 

0.025 

0.060 

0.025 

0.025 

0.059 

1/H 

0.140 

0.280 

0.390 

0.132 

0.390 

0.390 

0.424 

Micro-cylinder equipped wall 

heated wall 

heated wall 

heated wall 

heated wall 

heated and unheated wall 

unheated wall 

unheated wall 

Table 2 Ranges of the wall variables d*, b*, and /+ for microcylinder 
geometries 

Geometry 

z\ 
zl 
zl 
z$ 
z\ 
zi 
zl 

d+ 
7.0- 21.3 
8.0 - 15.6 
8.2 - 20.0 
16.1- 71.3 
8.2- 17.6 
12.4 - 20.1 
39.3 - 73.7 

b+ 
11.6- 35.5 
13.3 - 26.0 
13.7- 33.4 

30.2 - 133.7 
13.7- 29.3 
20.7- 33.5 
47.3 - 88.8 

/+ 
65.1 - 198.8 
149.0 - 291.5 
213.9 - 520.7 
66.6 - 294.6 

213.3 - 457.0 
322.1 - 523.3 
339.8 - 637.7 

W=0.229 

1 

. 8 2 9 

• 1 . 2 1 9 -

| | i y i l l « t H I I « 
H E A T E D REG ION 

A 

Insul ation ^ \ 
4 

H = 0.025 | Wood. 
Thermocouples"""-^ 

Pressure/ 
ps 

KXXXXXXXXXXj \ Mf \ U \ \ \ \ \ \ \ ± S K ss 
Heaters 

Thermocouple 

'Gravity 

Aluminum 

Thermocouple 

Fig. 1(a) Details of the test section for geometry Z,. The microgrooves 
are machined on the aluminum plates to high precision using a shaper. 
All units are in meters. 

heat transfer characteristics of the augmented wall of interest. 
The ranges of the wall variables d+, b+, and /+ for micro-
cylinder geometries are presented in Table 2. The ratio of the 
width of the channel Wto the channel height His W/H=9.0. 
The channel was fitted with electrical strip heaters on both 
channel walls for microgrooves, and only one channel wall for 
microcylinders, to deliver the necessary uniform heat flux q". 
The test sections shown in Figs. 1(a) and \{b) were connected 
to an open-circuit double-contraction wind tunnel operated in 
the blower mode. The mixed mean air temperature at the tunnel 
inlet was maintained constant during the experiments using a 
heat exchanger. This temperature was in the range of 19°C-
23 °C depending on the test conditions. 

For the augmentation studies of interest we require a set of 
Nu, / for each Z„. Reynolds number, Nusselt number, and 
friction factor are defined in the conventional way as Re 
= VDH/v, Nu = hDH/k, and / = (AP/L)(DH/4)(2/pV2), re
spectively. Here DH is the hydraulic diameter for the channel, 
AP/L the pressure gradient, p the fluid density, Kthe average 
velocity; h is the heat transfer coefficient, k the fluid thermal 
conductivity. Air properties were evaluated at local mixed mean 
temperature. To avoid difficulties with the influence of tem
perature-dependent air properties, local temperature differ
ences were kept below 15°C. Flow rate is varied to achieve a 
range of Reynolds numbers. The Mach number range for the 
experiments was 0.01-0.14. Natural convection was negligible 
since the highest Gr/Re2 for the experiments conducted was 
about 2x 10"4 (Eckert and Drake, 1979). For each Reynolds 
number the pressure drops and wall temperatures at several x 
locations (Figs, la and lb) and fluid temperatures at inlet and 
exit were measured, thus allowing the evaluation of Nu(Re, 
Pr = 0.71; Z„) and/(Re; Z„). The pressure drop was measured 
with a MKS Baratron differential pressure transducer, and the 
flow rate was calculated from traversed pitot-static velocity 
measurements at inflow. Temperature measurements were 
made using copper-constantan thermocouples. Due to the small 
length scale of microdisturbances, thermocouples were posi
tioned to measure the average heat transfer coefficients; there
fore, periodic variations in the wall temperature were not 
measured. The inner walls in the heated region were made of 
high-conductivity aluminum, and thermocouples were placed 
close to the surface to insure that the error between the ther-

H = 0.025 , Wood 

=*v-i 

\ Thermocouples/Taps 
Pressure | 

He ate r 
Plexiglass 

Amsmmm 
T 

Heater 

.Gravi ty 

Aluminu m 

Thermocoup le 

Fig. 1(b) Details of the test section for geometry Z2. For geometry Z„ 
the same test section is used with the microcylinders removed. All units 
are in meters. 

mocouple and the surface temperature was less than 0.2 percent 
of the difference between the wall temperature and the mixed 
mean air temperature. 

Lastly, we note that the flow is allowed to become hydrau-
lically and thermally fully developed in the streamwise direction 
x before any measurements are taken. All measurements are 
taken after a distance of roughly 65 H from the inlet of the 
channel, and roughly 35 H from the beginning of the heated 
region. The resulting entrance regions are sufficient to obtain 
hydraulically and thermally fully developed smooth channel 
turbulent flows, and the entrance length for geometries Zx and 
Zfis much shorter than the flat channel Z0 as a result of 
destabilization (Sparrow and Tao, 1983). In addition to these 
theoretical considerations of entrance-length effects, it has also 
been verified directly from measurements that both the time-
averaged wall temperature and pressure vary linearly (with the 
proper slope) with x, consistent with fully developed flow. 
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400 

200 

Nu 
100 -

Fig. 2 Heat transfer data for Pr = 0.71. Z0 (smooth channel): • , exper
iment; , turbulent correlation (Kays and Crawford, 1980). Z, (mi-
crogrooves): A. Z£ m = 1, 2, 3, 4 (microcylinders, see Table 1): o, Zj; 
v,Z|; o,Z|; m,Z'2. 

Fig. 3 Friction coefficient data. Zg (smooth channel): a, experiment; 
, turbulent correlation (Hussain and Reynolds, 1975). Z, (micro-

grooves): A . Z £ m = 1, 2 ,3 ,4 (micro-cylinders, see Table 1): o , Z \, i, 
Z\; o , Z | ; m,Z\. 

An uncertainty analysis using the uncertainty estimation 
method of Kline and McClintock (1953) showed that the un
certainties in the Nusselt number and in the average friction 
factor were 8 percent and 6 percent, respectively. 

3 Results and Discussion 
We plot in Figs. 2 and 3 the Nu(Re, Pr = 0.71; Z„) and/(Re; 

Z„) curves for the smooth channel flow and augmentation 
schemes of interest. First we compare our one-wall heated 
smooth channel data with existing two-wall heated smooth 
channel correlations. Note that the heat transfer data for two 
heated smooth walls are about 5 percent higher than those for 
one heated smooth wall for the Reynolds number range of 
interest (Sparrow and Tao, 1983). As can be seen from Fig. 
2, the heat transfer data agree well (the largest difference is 
about 4 percent) with the equation given by Kays and Crawford 
(1980) 

0.152 Re°-9Pr 
U 0.833 [2.251n(0.114Re°'9)+13.2 P r - 5 . 8 ] ' (} 

The present experimental data are also within the ± 6 percent 
that is given for the Petukhov-Popov equation for Pr = 0.71 
(Petukhov, 1970). The friction factor data are compared with 
the relationship (Hussain and Reynolds, 1975) 

/ - R e o . 2 . (2) 

and the experimental data all lie within 2 percent of the above 
equation. 

20 40 60 80 100 120 140 160 

Re, 

Fig. 4 Modified Colburn analogy factor as a function of roughness 
Reynolds number. Z, (microgrooves): i . Z J n t = 1,2,3,4 (microcylinders, 
see Table 1): o , Z j ; v,Z\; o , Z | ; B . Z J . 

As seen in Figs. 2 and 3, for microgroove-equipped channel 
flows (Z\), microgrooves have negligible effect on transport 
augmentation for a Reynolds number of about 11,500. The 
roughness Reynolds number corresponding to this Reynolds 
number microgroove data point is 9.5. We define the roughness 
Reynolds number for the microgroove geometry as R e ^ H , 
e/v, where ut is the friction velocity (H* = V T W / P , where TW is 
the average shear stress at the wall) and v the kinematic viscosity 
of the fluid. For the shear stress TW, we use the value for smooth 
channel flow at the same Reynolds number; this is a lower 
bound for the roughness Reynolds number and is a reasonable 
assumption since we do not measure the wall shear stress di
rectly. Therefore, the roughness numbers are calculated for 
each data point in Figs. 2 and 3 utilizing Eq. (2). When we 
increase the Reynolds number (or the roughness Reynolds 
number above 10) the effect of microgrooves becomes signif
icant on scalar transport as the length scale of microgrooves 
geometrically scale with the sublayer. These observations are 
consistent with past studies on the effect of roughness in the 
transport processes (Tennekes and Lumley, 1972). 

In Fig. 4 we plot the modified j factor (defined as j 
= (//2)(Re/Nu) Pr1/3) for the augmentation schemes of in
terest shown in Figs. 2 and 3 as a function of the roughness 
Reynolds number. For flows in which analogous heat and 
momentum transfer are preserved, the modified Colburn anal
ogy (Colburn, 1933) factor has a value of one. Figure 4 shows 
that for microgrooves a roughly equal relative increase in heat 
and momentum transfer is obtained for Re*<80. As we con
tinue to increase the Reynolds number (Re,(.>80), the micro-
grooves will cease to match the sublayer scale, and the 
nonanalogous form drag will start dominating in the ensuing 
fully rough regime. Thus, the relative increase in pressure drop 
will be larger than the increase in heat transfer. The behavior 
of thermal-hydraulic data for microgrooves reconfirms the fact 
that the roughness Reynolds number is the critical parameter 
governing the scalar transport, and that there is an optimal 
placement of microdisturbances to increase the heat transfer 
with a comparable increase in the friction factor. This optimal 
placement of microdisturbances requires a matching of geo
metric perturbation with sublayer scale. 

For microcylinders, we obtain the following results from 
comparisons of four different data sets (Z2-Z2). First, as seen 
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in Figs. 2 and 3, / / / / has a small effect for the values b and 
d studied until l/H= 0.280. It is observed that the results of 
l/H= 0.140 and l/H =0.280 are almost the same, whereas for 
l/H =0.390 we see a decrease in heat and momentum transfer 
compared to the previous two cases. This is consistent with 
the expected trend of diminished transport augmentation as 
/— oo. As we decrease the distance between the microcylinders 
and increase the diameter of microcylinders (geometry Zf),an 
increase in the transport rates is observed. 

Referring again to our plot of the modified j factor as a 
function of the roughness Reynolds number (for microcylin
ders we define the roughness Reynolds number based on b, 
Rek=u^b/v) in Fig. 4, the data show a similar behavior, and 
the effectiveness of microcylinders (in enhancing heat transfer 
without generating an unduly high friction loss) is increased 
when they are placed insidey+ =20 (i.e., Re/t = 20). This is the 
reason that Z\ is not favorable compared to other geometric 
configurations, Z\ and Z\, since the microcylinders in the for
mer case (i.e., b-2.5 times larger) were outside the y+ =20 
region for the whole range of Reynolds numbers tested, thereby 
contributing to form drag and nonanalogous dissipation. 

Achievement of favorable heat transfer augmentation by 
matching the geometric scale of the augmentation hardware 
modification to that of the sublayer is consistent with the theory 
of scale matched destabilization for optimal scalar transport 
enhancement described by Kozlu et al. (1988): Microdisturb-
ances placed inside the sublayer increase the heat transfer while 
simultaneously controlling the increase of nonanalogous drag. 
The increase in scalar transport rates is a result of the local 
changes in the sublayer structure (Mikic, 1988). 

To show the effect of microdisturbances on the opposite 
(from the heated) wall, we conducted three different sets of 
experiments. Thermal-hydraulic data of these tests are pre-
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Fig. 7 A plot of minimum dissipation as a function of thermal load. 
The plot is based on the data sets of Figs. 2 and 3. Z0 (smooth channel 
correlations): . Z, (microgrooves): a . Z J I m = 1,3, 4 (microcylinders, 
see Table 1): o , Z j ; o,Z\; m,Z\. 

sented in Figs. 5 and 6. First for the geometry Z\ we use 
microcylinders at both the heated wall and unheated wall (ge
ometry Zl). Figure 5 illustrates that there is no change in the 
heat transfer coefficient compared to the geometry Z\, indi
cating that microdisturbances affect the flow locally; they have 
no effect on the core flow, and hence no effect on the opposite 
wall. To support this conjecture, we have also conducted an 
experiment with the geometry Z\ in which only the unheated 
wall was equipped with microcylinders, whereas the heated 
wall was smooth. As can be seen from Fig. 5, the experimental 
heat transfer data for Z% agree very well with the smooth 
channel heat transfer data, strengthening the above explana
tion. 

When we considerably increase the opposite-wall micro-
cylinder diameter (about three times compared to Zjj) in ge
ometry Z| , we see no effect at higher Reynolds numbers (Figs. 
5 and 6). However, for low Reynolds numbers an increase in 
heat transfer up to 10 percent compared to the smooth channel 
flow is observed. An explanation for this behavior might be 
as follows: An increase in microcylinder diameter causes an 
asymmetry in the flow (i.e., increases velocity near the smooth 
wall), which is responsible for altering the transport charac
teristics of smooth wall for low Reynolds numbers. If we con
tinue to increase the cylinder diameter (about 20-30 percent 
of the channel height), transport rates for both walls will be 
affected by the existence of unsteady secondary flows as studied 
by Karniadakis et al. (1988) for laminar flows, and Kozlu et 
al. (1988), and Ichimiya and Yokohama (1987) for turbulent 
flows. This again supports the scale-matched hypothesis for 
optimal transport. The extent to which the microcylinder high-
Reynolds-number and macrocylinder low-Reynolds-number 
flows are "self-similar" as regards transport remains to be 

' determined. 

4 Minimum Pumping Power Heat Removal 
Considerations 

Heat removal from a wall to a flowing fluid stream with 
minimum pumping power is reported by Karniadakis et al. 
(1988) and Kozlu et al. (1988). Here, as described in detail by 
Kozlu et al. (1988), we consider the problem of incompressible 
flow in a plane channel of length L and height H, with uniform 
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heat flux q" imposed on the top wall, and an adiabatic bottom 
surface. The flow is assumed to be hydraulically and thermally 
fully developed in x. We also chose the maximum wall tem
perature ST relative to the inlet temperature as our thermal 
constraint as this is the quantity that typically limits the per
formance of devices (e.g., computer chips). In terms of these 
given quantities, a solution of the minimum pumping power 
heat removal problem is given by Kozlu et al. (1988). In Fig. 
7 we plot the nondimensional minimum pumping power (we 
define the nondimensional pumping power as follows: ^ 
= L2/pvi APVH) versus thermal load (A = q"L/k8T where 5T 
is the temperature difference between the maximum wall tem
perature and the inlet mixed mean fluid temperature) for 
smooth channel flows and the augmentation schemes of in
terest. The procedure for the construction of Fig. 7 is presented 
in detail by Kozlu et al. (1988). 

Figure 7 illustrates the significant savings in dissipation com
pared to smooth channel flows. It is important to note that 
microgrooves perform efficiently for a wider range of thermal 
load than microcylinders due to the fact that the matching of 
geometric perturbation and sublayer scale is less sensitive to 
Reynolds number. For microcylinders placed outside y+ = 20, 
the relative savings tend to decrease strongly (see Fig. 4), im
plying a significant Reynolds number dependence on position 
and size of near-wall microdisturbances. 

5 Conclusions 
In this experimental study it is shown that turbulent heat 

transfer augmentation can be effectively achieved by placing 
wall and near-wall microdisturbances inside the sublayer. It 
appears that the optimal placement of microdisturbances re
quires a matching of geometric perturbation with the sublayer 
scale. The relative performance of microgrooves greatly de
creases in the fully rough regime due to the dominant role of 
the nonanalogous form drag. Significant savings in dissipation 
are possible through heat transfer augmentation; this is dem
onstrated in a sample study of minimum pumping power heat-
transfer analysis in a channel. 
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Local Heat Transfer in a Rotating 
Serpentine Flow Passage 
An experimental study is performed on the internal cooling of a rotating serpentine 
flow passage of square cross section with throughflow. The test section is not 
proceeded by a hydrodynamic calming.region, i.e., a leading arm, and is rotated at 
low Rossby numbers. The local heat transfer coefficients along the flow passage, 
including the leading wall, trailing wall, and sidewalls, are determined together with 
the circumferentially averaged values. The Reynolds, Rossby, and rotating Rayleigh 
numbers are varied to determine their effects on heat transfer performance. It is 
disclosed that heat transfer augmentation is significant at all sharp turns due to the 
presence of strong secondary flow. The rotational effect is very obvious and com
plicated in the local heat transfer performance but it is very minor on the average 
heat transfer performance. The throughflow rate plays an important role on the 
heat transfer performance. The results may serve as a baseline for comparison with 
the results from a model with a leading arm to determine the effects of a hydro-
dynamic calming section on the heat transfer performance of a rotating serpentine 
flow passage. 

Introduction 
Gas turbines are presently responsible for generating the 

majority of electric power. In current advanced gas turbine 
power plants, increased speeds, pressures, and temperatures 
are used to reduce specific fuel consumption. Hence, turbine 
blades are subjected to increased heat loads, which, in turn, 
escalate the amount of cooling required. The efficient use of 
cooling air requires that the local geometry and flow conditions 
be adequately modeled to predict the heat loads and their 
corresponding heat transfer coefficients. Improved turbine 
blade local temperature predictions (and hence, life predic
tions) can be realized by accurately accounting for the effects 
of rotation on internal cooling, which give rise to large Coriolis 
and buoyancy forces. However, these effects are currently not 
adequately considered in thermal design of blades. Experi
mental data are particularly needed for the high Rayleigh and 
Reynolds number conditions that are characteristic of turbine 
blade cooling passages. These data are crucial for both the 
development and the verification of design correlations and 
computer codes. Accurate prediction of local heat transfer 
coefficients enables a designer to minimize both metal tem
peratures and thermal gradients by optimizing the cooling con
figuration of the turbine blade, thus significantly improving 
blade life and turbine efficiency. Results can also be applied 
to the internal forced convective heat transfer of other rotating 
systems. 

It is not an easy task to study convective heat transfer in 
rotating flow passages. Experimentally, slip rings are required 
as bridges between the rotating and stationary systems in order 
to transfer temperature data and power to heat the fluid. In 
theoretical study, the Coriolis and centrifugal force terms in 
the rotating coordinates substantially complicate the solution 
of rotational problems. Hence, little effort has been directed 
to heat transfer problems involving rotating channels. It is 
only in recent years that literature (for example, [1-3]) pertinent 
to this type of problem has begun to surface. However, while 
this literature has provided a data base, the flow phenomena 
are still not yet clearly understood. Heat transfer enhancement 
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was studied with the use of rib turbulators in the stationary 
case but has not been treated in the rotating system. 

The project is to conduct both experimental and theoretical 
studies of the heat and fluid flows in the internal cooling of 
rotating gas turbine blades. The flow passage in an actual blade 
of a typical gas turbine engine (Fig. 1) is idealized as four-pass 
serpentine-type channel, without a leading arm (Fig. 2). In the 
first stage of the experimental study, attention was focused on 
the effects of the Reynolds, Rossby, and Rayleigh numbers 
on the local and circumferentially averaged heat transfer coef
ficients. The effect of geometry on the heat transfer charac
teristics is left for the next stage of study. The physical 
limitations of the test device result in rotations at low Rossby 
numbers. The absence of a leading arm provides test results 
that will serve as a baseline to determine the effects of a hy
drodynamic calming region on the heat transfer performance 
in a rotating serpentine flow passage. 

Experimental Apparatus and Procedure 

Rotating Facility and Heat Transfer Model. The experi
mental apparatus used in the study is shown schematically in 
Fig. 3. It was comprised of a test section, a blower, a motor, 
a heat source, two slip rings, and a data logger. The test section 
consisted of a four-pass serpentine flow channel with a 2.54 
cm square cross section mounted on a shaft supported by two 
bearings. 

Two methods involving heating are used to determine the 
internal heat transfer performance of a rotating body. One 
method is to use a thin film electrical resistance-type heater 
instrumented with thermocouples (for example, [1, 4]). The 
other is to pass a hot air steam through an internal flow passage 
coated with liquid crystal. A no-heating method is to utilize 
naphthalene sublimation to determine the heat transfer char
acteristics in the coolant passage through the use of heat and 
mass transfer analogy [5, 6]. The electrical resistance heating 
method was employed in the present study. The test core (Fig. 
2) was made from two pieces of Grade G-10 Garolite plate 
held together by screws. The flow passage had a square cross 
section, 25.4 mm by 25.4 mm, and was 913.5 mm long. The 
serpentine passage was mounted on a metal shaft hollow on 
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a = b = 25.4 mm 

Db= 25.4 mm 

Heating section: x/Dh= 0 -36 

Fig. 1 Cooling concepts of a turbine blade 

both ends to allow air flow. A counterweight and electrical 
relay device were mounted on the shaft opposite the test core. 

Squares 1-13 of Fig. 2 show the location of the thermo
couples used to monitor the wall temperature of the flow pas
sage. Four thermocouples were installed at each cross section, 
one on each sidewall, to measure the wall temperature. Two 
thermocouples were installed in the middle of the square cross 

Air in —~ Air out 

Fig. 2 Schematic diagram of test section 

Computer DataLogger 

Counter Weight and 
Electrical Relay Device 

Fig. 3 Schematic of experimental setup 

sections at the beginning and end of the flow passage to de
termine the inlet and outlet fluid temperatures. 

Figure 4 illustrates: (a) the cross section of the test section 
in the flow direction, (b) the position of the four stainless-steel 

Nomenclature 

Cp = specific heat at constant pres
sure of fluid, kJ(kg-°C) 
hydraulic diameter of flow pas
sage, m 
air flow rate, kg/h 
local heat transfer coefficient, 
as defined by Eq. (1), W/ 
(m 2 =°C) 
heating current, A 
thermal conductivity of fluid, 
W/(m-°C) 
length of one of the four par
allel ducts in the test section, m 

Nu = local Nusselt number as de
fined by Eq. (2); Nu0, the 
value of Nu for stationary 
case; Nu, circumferentially av
eraged Nu value; NUTL, the 
value of Nu averaged over the 

Dh = 

G 
h 

I 
k 

L = 

Pr = 
Q' = 
q" = 
R = 

Ra = 

Re = 

Ro = 

T = 
AT = 

u = 

trailing and leading walls of 
the first passage; NuTLo, the 
value of Nu0 averaged over the 
trailing and leading walls of 
the first passage 
Prandtl number 
heat loss, W 
wall heat flux, W/m 2 

length of arm in rotation, m 
Raleigh number, as defined by 
Eqs. (9) and (11) 
Reynolds number, as defined 
by Eq. (9) 
Rossby number, as defined by 
Eq. (9) 
temperature, °C 
temperature difference, as de
fined by Eq. (10) 
mean flow velocity in flow pas
sage, m/s 

V = 

w = 
w -

x -

0 = 

v -
0 = 

= voltage, V 
= result uncertainty interval 
= uncertainty interval of vari

ables 
= distance along flow passage 

measured from flow entrance, 

= coefficient of thermal expan
sion, 1/K 

= kinematic viscosity, m 2/s 
= rotational speed, r/s 

Subscripts 

8 = 
m = 

out = 

w = 

= gas 
= inlet condition of gas to test 

section 
= outlet condition of gas in test 

section 
= wall 
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(b) Cross Section A-A (c) 0etaji 0f B 

Fig. 4 Structure of test section 

heating foils and the four thermocouple wells, one on each 
sidewall, and (c) the detail of an individual thermocouple well, 
illustrating the installation of the thermocouples. 

Electrical power was supplied to the film heaters by a variable 
current power source through a slip ring. The temperature 
readings of the wall thermocouples were transmitted from the 
test piece to the data logger via another slip ring. The cooling 
air from the blower was supplied through one end of the hollow 
shaft to the serpentine passage and then exhausted through 
the other end of the shaft. A valve was installed for regulating 
the air flow rate, which was measured by means of a flow 
meter. A protective metal cover enclosed the rotating system. 

The nearly constant heat flux experiment was conducted 
instead of a constant wall temperature case because of its 
simplicity of construction and ease of operation. The advan
tage of the more uniform wall-to-air temperature difference 
is more uniform uncertainty in the results. It should be noted 
that real turbine blades operate under a condition in between 
the constant heat flux and constant wall temperature cases. 

Data Reduction. The local heat transfer performance is 
determined as follows: Let q" be the heat flux of passage 
walls, q" was calculated by subtracting conducted heat losses 
from the total energy supplied and verified by an energy bal
ance through measurement of the air temperatures at outlet 
and inlet. The conductive heat losses were measured under 
steady-state rotational conditions without throughflow in which 
the temperature at a strategic position (the left wall at the first 
turn, i.e., section 4 in Fig. 2) was maintained at the same 
temperature as in the corresponding throughflow case. The 
resulting calculated heat loss showed that both methods for 
calculating the energy supplied to the air (total energy sup
plied-heat loss, and measuring air inlet/outlet temperatures) 
obtained the same results within a variation of 5 percent. The 
local heat transfer coefficient h(x) is evaluated as follows: 

h(x)=g"/AT(x) (1) 

where AT(x) = Tw(x) - Tg(x), and Tw(x) and Tg(x) denote 

the local wall and air temperatures, respectively. The local 
Nusselt number Nu(;e) is defined as 

Nu(x) =h(x)Dh/k (2) 

in which Dh is the hydraulic diameter, equal to one side of a 
square flow cross section, and k is the fluid thermal conduc
tivity. It should be noted that the value of Nu(x) at the same 
cross section varies between the sidewalls of the flow passage. 
The right, left, leading, and trailing sidewalls have different 
heat transfer coefficients because of different flow conditions. 

In order to assure the data reliability, all measurements were 
made and continuously sampled after the stable condition had 
been reached. The temperatures stabilized approximately 40 
minutes after the heater power and motor were turned on. 

Uncertainty Analysis. The method of single sample ex
periments [10] was utilized to estimate the uncertainties in the 
heat transfer coefficients. In the present study, the result func
tion is Nu in Eq. (2). Substituting the expression given in Eq. 
(1) for/ / (*) , 

Nu(x)=q"Dh/[kAT(x)] ( 3 ) 

= (IV-Q')/[DhkAT(x)] 

or 

Nu (x) = (0.278 G CpATs)/[DhkAT(x)] (4) 

Here, I is the heating current supplied to the film heaters; V, 
the voltage applied across the heaters; Q', the heat loss; G, 
the air flow rate; Cp, the specific heat of the air; ATg = Tout 

- Tin; Tout and Tm, the air temperatures at the outlet and inlet 
of the test section, respectively. All thermocouple measure
ments were recorded using a model DFP 38 trend recorder/ 
data logger (by Wahl Instruments Inc.). The uncertainty in 
these temperature measurements is estimated to be ±1°C. 
Typical values of AT(x) are 14°C and 18°C at the inlet and 
outlet, respectively. The value of ATg is around 15°C. The 
uncertainty in the heat transfer coefficient depends more 
strongly on AT(x) than on ATg. The typical nondimensional 
uncertainty intervals for the variables in Eq. (4) are estimated 
as follows: 

Specific heat of air Cp ±0.5 percent 
Hydraulic diameter of flow passage Dh ±0.5 percent 
Air flow rate G ±5.0 percent 
Thermal conductivity of air k ±0.5 percent 
Temperature T ±5.5-8.3 percent 

The dimensionless uncertainty interval for the Nusselt number 
is found to be in the range of ±12.6 to ±14.1 percent. It is 
disclosed that heat transfer performance under constant heat 
flux conditions is characterized by more uniform uncertainty 
over the entire flow passage than the uniform wall temperature 
case because of more uniform wall-to-air temperature differ
ences. The uncertainty in the Nusselt number increases with a 
decrease in heat flux, implying a reduction in ATg. Further
more, the uncertainty along x/Dh is different for different 
values of AT{x). A maximum uncertainty of Nusselt number 
up to 23 percent occurs at the lowest heat transfer coefficient 
on the leading surface in the rotational case. 

Results and Discussion 
• The convective heat transfer performance inside of a rotating 

serpentine flow passage is governed by the flow velocity, wall 
heat flux, and rotational speed. In other words, 

Nu=/(Re, Ro, Ra) (5) 

where 

Re = Reynolds number = uDh/v 

Ro = Rossby number = Q.Dh/u (6) 

Ra = rotational Rayleigh number = A77?(Ro Re)2 Pr/(TDh) 
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Fig. 6 Local heat transfer performance in a rotating (Ro = 0.017) ser
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u denotes the mean flow velocity in the flow passage; v, kin
ematic viscosity; fi, rotational speed; AT, difference between 
the wall temperature and the bulk air temperature; R, mean 
radius of rotation; and Pr, Prandtl number. Tin the absolute 
scale is equal to the reciprocal of /3, the coefficient of thermal 
expansion. AT is defined as 

AT=q" Dh/k 

Therefore, 

Ra = /3«7".R(ReRorPr/£ 

(7) 

(8) 

The fluid flow rate, heating rate, and rotational speed of 
the rotor were varied to produce various values of Re, Ro, 
and Ra. Both stationary and rotating cases were investigated. 
The former served as the basis to determine the effects of 
rotation on the heat transfer performance. Representative re
sults are presented in Figs. 5-10. The abscissa denotes the ratio 
of the distance x to the hydraulic diameter Dh, with x being 
measured along the centerline from the flow entrance. In the 
first straight pass (from the entrance to x/Dh = 7.5), the fluid 

flows radially outward. It is followed by the first turn, in which 
the flow makes a 180-deg turn. The succeeding flow is radially 
inward until the second 180-deg turn, and so on. At the end 
of the fourth straight pass, the fluid exits into a hollow portion 
of the rotating axis, and is exhausted into the atmosphere. 

Figure 5 shows the heat transfer characteristics in a non-
rotating four-pass serpentine square channel. It serves as the 
reference case (no rotation) so that the effects of rotation may 
be determined by comparison. In the first straight pass (with 
radially outward flow), all four side walls exhibit the effects 
of a thermal entrance region: decreasing Nu0 with increasing 
nondimensional distance, x/Dh, from the entrance. Nu0 on the 
right wall drops continuously to a minimum in the first turn. 
In contrast, Nu0 at the three other sidewalls increases and peaks 
in the first turn, with greatest Nu0 at the trailing surface. This 
significant enhancement in heat transfer is due to the presence 
of secondary flow in the bend. In the second straight pass 
(radially inward flow), only the right sidewall shows an increase 
in Nuo due to the impingement of a secondary flow coming 
from the outside corner of the bend. The other three sidewalls 
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experience "quasi-entrance region effect" induced by the sec
ond flow. The heat transfer performance in the second turn 
is the same as that in the first turn, except that the performance 
of the left and right walls are switched. The heat transfer 
performance in the first turn and first and second straight 
passes is repeated in the third turn and third and fourth straight 
passes. In short, significant enhancement in heat transfer per
formance is observed only in the sharp turns, due to the gen
eration of secondary flows. The local Nusselt number Nu0 of 
each sidewall remains practically the same in all straight passes. 

A comparison of Figs. 5(a) and 5(b) reveals the effect of 
flow rate on local heat transfer performance: An increase in 
Re raises but preserves the shape of the Nuo versus x/Dh curve. 

Figure 6 illustrates the local heat transfer performance for 
the rotating case of Ro = 0.017. A comparison of Figs. 5 (a) 
and 6(a) for flow at Re = 4.4 x 104 indicates that rotation 
fails to alter the nature of heat transfer phenomena in the 
serpentine passage. The magnitude of the local Nusselt number 
is changed only slightly by the rotation. This is also true at Re 
= 1.1 x 105, as seen by comparing Figs. 5(b) and 6(b). 
However, a comparison of Figs. 6(a) and 6(b) reveals that 
an increase in Re causes a significant increase in Nu, although 
the shape of the Nu-Re curve is practically unchanged. A 

similar situation is observed at a higher rotational speed, Ro 
= 0.042 (not shown). 

The ratio of Nu for rotating cases to Nu for stationary cases, 
Nu/Nuo, is shown in Fig. 7. The deviation of this ratio from 
unity indicates the change in local heat transfer performance 
due to rotation. A ratio of greater than unity signifies an 
enhancement, while that of less than unity signifies a retar
dation. Results are presented in Fig. 7 for three cases: (a) Re 
= 4.4 x 104, Ro = 0.017, (b) Re = 4.4 x 104, Ro = 0.042, 
and (c) Re = 1.1 x 105, Ro = 0.017. A comparison of cases 
(a) and (b) reveals the effect of rotation, Ro, on Nu/Nu0, 
and a comparison of cases (a) and (c) reveals the effect of 
throughflow rate, Re, on Nu/Nu0. It is seen in Fig. 7(a) that 
the heat transfer performances on the left and right walls are 
enhanced at different levels. The maximum enhancement due 
to rotation is about 12 percent (i.e., Nu/Nu0 = 1.12) for the 
left and right sidewalls located at the third straight pass and 
at the second turn, respectively.* The local heat transfer coef
ficient on the trailing wall is enhanced greatly in the first 
straight pass, slightly at the first turn, and strongly at the 

'Three repeated experiments were made and it was found that the variation 
between them is within 3.7 percent. 
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second turn. At both the first straight pass and the second 
turn, the enhancement reaches a maximum value of 10 percent. 
The coefficient distribution on the leading wall follows a dif
ferent pattern: It is gradually retarded in the first straight pass 
but recovers at the first turn, followed by an increase until the 
second turn. It then repeats the same cycle but with more 
rigorous change. The minimum enhancement on the left and 
right sidewalls as well as on the trailing surface (pressure side) 
is zero. About 5 percent retardation in heat transfer perform
ance due to rotation occurs on the leading surface (suction 
side). As the rotational speed is increased to Ro = 0.042, Fig. 
1(b), heat transfer retardation takes place on both the left 
and right sidewalls. More than one half of the right sidewall 
in the flow direction suffers severe retardation: almost 10 per
cent at the worst section. The local heat transfer performance 
is enhanced on the left wall in the first and third straight passes 
(centrifugal channels) but retarded in the second straight pass 
(centripetal channel). However, it undergoes a practically op
posite cycle on the right wall. Meanwhile, the distribution 
patterns of the local heat transfer coefficient on the trailing 
and the leading walls are the same as the patterns of Ro = 
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Fig. 9 Effect of Ro on circumferentially averaged Nu at 
10* and 1.1 x 10s 

Re 4.4 x 

0.017, but are of much larger amplitude (i.e., both enhance
ment and retardation are greatly increased). The worst retar
dation is experienced by the leading surface, with retardation 
as high as 16 percent. Conversely, the trailing surface expe
riences up to 27 percent heat transfer enhancement. It is ob
vious that the Coriolis force plays an important role. Figure 
1(b) gives the best evidence of the effects of the Coriolis force. 
In this case, the leading and trailing surfaces compensate for 
each other, i.e., a significant loss on the leading surface is 
made up for by an equally significant gain on the trailing 
surface. The net effect of rotation on Nu/Nu0 is almost nil. 
Note that the curves of Nu/Nuo versus x/Dh for the leading 
and trailing surfaces cross at every sharp turn, as seen in Fig. 
7(c). The case of Re = 1.1 x 105 and Ro = 0.017 is even 
less favorable to heat transfer performance than the stationary 
case of Re = 1.1 x 105. The benefits of higher Re (1.1 x 105 

versus 4.4 x 104) realized in the case of Fig. 5(b) has been 
suppressed by the increase in Ro. 

Although the local heat transfer performance on each wall 
is very important, sometimes circumferentially averaged heat 
transfer coefficients are more relevant. The distribution of the 
circumferentially averaged Nusselt number, Nu, is plotted in 
Fig. 8 for a constant Ro (= 0.017) and various values of Re. 

Journal of Heat Transfer MAY 1992, Vol. 114/359 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I 3 
• z 

9 0 0 -

800-

700-

6 0 0 -

500-

3 0 0 -

200-

100-

0 -

Plrst Secortd 
turn turn 

K 
\ * 

<r 

i 

. 

"*v A*-^v 

~ Ra=1.28X10 7 

7 
Ra=1.57X10 

Third 
t u r n 

f 

20 

X/D h 

1.8" 

1.7" 

1.6" 

1.5 

1.4 

1.3" 

1.2 

1.1 

1.0 

0.9 

0.8-

0.7 
1 

x/Dk =5.8 Trailing side 

Leading side 

Re=44000 
Re=66000 
Re=8800O 

Guidez: Trailing side 
Re=33000 and 41000 
xyD=7.4, a/b=2 

Guidez: Leading side 
Re=1700O41000 
x/D=7.4, a/b=2 

i - T — 

10 100 

Ro X 1 0 3 

1000 

Fig. 11 Variation of local heat transfer performance with Rossby num
ber Ro for centrifugal channel (first passage) and a comparison with 
Guidez [3] 

1.3-

1.2-

1.1 -

0.9-

First Secona 
turn turn 

"V ^ \ 

* 

V 
^m—er 

• 

H — Ra=1.28X10 7 

Q Ra=1.57X10 7 

Third 
turn 

i 
0 10 20 30 40 

X / D „ 

Fig. 10 Effect of Ra on circumferentially averaged Nu at Ro = 0.021 
and Re = 8.85 x 10" 

One observes that Nu decreases with x/D/, in the first straight 
pass due to the entrance region effect. After reaching a min
imum value, it increases in the first turn due to secondary flow. 
The pattern repeats at every straight pass-sharp turn cycle. 
The value of Nu increases with an increase in Re, with the 
distribution curve, i.e., Nu versus x/Dh, being parallel for the 
different values of Re. 

The effect of rotation on the distribution of Nu is depicted 
in Fig. 9 for two different values of Re, 4.4 x 104 and 1.1 x 
105. The effect of rotation on the Nu distribution is negligible 
at both Reynolds numbers. The values of Nu for Re = 4.4 x 
104 fluctuate about 200, while the value of_Nu for Re = 1.1 
x 105 fluctuate about 400. The variation of Nu along the flow 
passage is small and nearly periodic. 

Figure 10 shows the effect of RaonNu and Nu/Nu0 at Ro 
= 0.021 and Re = 8.85 X 104. Nu reflects the effects of 
buoyancy gradients. One observes that the effect is most prom
inent in the first straight pass and diminishes along the flow 
passage. This trend holds for other combinations of Ro and 
Re. 
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A comparison between the results of the present study and 
the results of the study performed by Guidez [3] (solid lines) 
is shown in Fig. 11. The two results agree quite well. The 
discrepancy is probably due to the difference in aspect ratios, 
1 in the present study and 2 in the Guidez's case. Figure 12 
plots NuTL/NuTLo against Ro. Here, NUTL is the value of Nu 
averaged over the trailing and leading walls of the first passage, 
NuTL() is the value of Nu0 averaged over the trailing and leading 
walls of the first passage, and Ro is the Rossby number. The 
results of Guidez [3], Spalding [7], and Iacovides-Launder [8] 
are superimposed on the figure for comparison. It should be 
noted that the Coriolis force has opposite effects on the trailing 
and leading sides. Hence, the enhancement in heat transfer 
performance on the trailing side by the Coriolis force is partly 
offset by a reduction in the heat transfer performance on the 
leading side. 

A comparison between the present study and the study by 
Wagner et al. [2, 9] is not possible due to a lack of a common 
reference basis. Nevertheless, it is noted that the two studies 
have yielded a similar trend in the heat transfer performance 
in rotation. 

The effects of the ratio L/R (L is the length of each of the 
four parallel ducts in the test section, and R is the length of 
arm in rotation) on heat transfer performance is not investi
gated in the present study due to the physical limitations of 
the experimental setup. The construction of a new setup is 
under way to determine the effects of various geometric and 
operational parameters on heat transfer performance. Iacov-
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ides and Launder [8] theoretically predicted the distribution 
of the local normalized Nusselt number (Nu/Nu0) around 
square and rectangular cross sections and showed that the value 
at the middle is higher than that at the corners. This result 
needs further experimental verification, which is a very difficult 
task because measurements must be made of both the wall and 
air temperature distributions across the flow cross section at 
each location in the duct. In the present work, the temperatures 
on the centerline of each wall were used as the representative 
local wall temperatures of each wall at the cross sections. This 
may cause a little error, which cannot be accurately estimated. 

Conclusions 
The internal (i.e., convective) cooling of turbine blades is 

idealized by the cooling of a four-pass serpentine passage. The 
local heat transfer coefficients of the passage surface are de
termined together with their circumferentially averaged values. 
It is disclosed from the study that: 

(/) A significant enhancement in heat transfer perform
ance is achieved at all sharp turns due to strong secondary 
flow. 

(H) The variation of Nusselt numbers, both local and cir
cumferentially averaged, along the flow passage is nearly pe
riodic. This signifies the achievement of the thermally developed 
condition at the first turn. 

{Hi) Although rotation has a great effect on the local heat 
transfer performance, it has little effect on the circumferen
tially averaged heat transfer coefficients for the rotational 
speeds tested. This may imply that for a given flow rate, the 
thermal condition has been fully developed by the complex 
secondary flow at the sharp turns. Therefore, additional dis
turbance by rotation can no longer augment the performance. 

{iv) The throughflow rate can significantly enhance the 
heat transfer performance, as it is known that the Nusselt 

number is a function of the Reynolds number in convective 
heat transfer. 

(i>) The enhancement of the local heat transfer perform
ance due to an increase in the rotational Rayleigh number is 
most prominent near the entrance but diminishes along the 
flow passage. 
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Splattering and Heat Transfer 
During Impingement of a 
Turbulent Liquid Jet 
Splattering and heat transfer due to impingement of an unsubmerged, fully turbulent 
liquid jet is investigated experimentally and analytically. Heat transfer measurements 
were made along a uniformly heated surface onto which a jet impacted, and a Phase 
Doppler Particle Analyzer was used to measure the size, velocity, and concentration 
of the droplets splattered after impingement. Splattering is found to occur in pro
portion to the magnitude of surface disturbances to the incoming jet, and it is 
observed to occur only within a certain radial range, rather than along the entire 
film surface. A nondimensionalgroup developed from inviscid capillary disturbance 
analysis of the circular jet successfully scales the splattering data, yielding predictive 
results for the onset of splattering and for the mass splattered. A momentum integral 
analysis incorporating the splattering results is used to formulate a prediction of 
local Nusselt number. Both the prediction and the experimental data reveal that the 
Nusselt number is enhanced for radial locations immediately following splattering, 
but falls below the nonsplattering Nusselt number at larger radii. The turbulent heat 
transfer enhancement upstream of splattering is also characterized. 

1 Introduction 
Liquid jets are often directed onto hot surfaces to provide 

simple and efficient cooling. Such jets typically issue from a 
nozzle at the terminus of a pipe, or similar manifolding system, 
and may be encountered in a wide range of manufacturing, 
laser-heated, or electronic systems. Quenching of steels during 
rolling processes, or, conversely, cooling of the rollers them
selves during hot rolling, are just two common examples. Cir
cular liquid jets are of particular value in creating extremely 
high heat transfer coefficients over relatively localized areas. 
The corresponding piping systems have the added attraction 
of being inexpensive and easy to install. 

In our previous papers (Liu and Lienhard, 1989; Liu et al., 
1991), we discussed the heat transfer characteristics of an un
submerged, impinging laminar liquid jet issuing from a sharp-
edged orifice. In the latter paper, disturbances to the experi
mental liquid supply were carefully damped so as to create 
uniform-velocity profile, laminar jets having very stable, un
disturbed free surfaces. While that configuration is well suited 
for examining the physical mechanisms of jet impingement 
cooling, in applications such as those mentioned above, the 
piping or manifolding systems are likely to generate turbulence 
in the liquid supply. The resultant liquid jets are turbulent and 
have heavily disturbed surfaces, which make them susceptible 
to the highly undesirable effect of splattering after they strike 
the target surface (Fig. 1). 

When a jet splatters, much of the incoming liquid can be
come airborne, as droplets, within a few jet diameters of the 
point of impact. Airborne liquid no longer contributes to the 
cooling of the liquid surface, and in consequence, cooling is 
far less efficient than it could be if splattering were suppressed. 
Understanding the causes and scaling of splattering is thus an 
essential element in jet cooling system design. 

The basic physical mechanism of splattering has been de
scribed by Errico (1986). Disturbances to the surface of the 
incoming jet are strongly amplified as the jet spreads into a 
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liquid film along a wall normal to the axis of the jet (Fig. lb, 
c). The associated flow regimes along the surface can be char
acterized in an average sense as follows (Fig. 2): 

1 Stagnation Zone: A very thin wall boundary layer with a 
turbulent free stream above it. 

2 Region Before Splattering: Disturbances to the liquid sheet 
are strongly amplified in this region. As in the stagnation 
zone, the wall boundary layer is affected by turbulent and 
capillary disturbances to the flow above it. 

3 Region of Splattering: A portion of the liquid sheet breaks 
free as droplets, owing to the instability of the disturbed 
liquid sheet. The effective radial size of this zone is fairly 
small. 

4 Region After Splattering: Having lost both mass and mo
mentum in the splattering process, the remaining liquid 
sheet continues to flow outward. The liquid sheet is fully 
turbulent. 

Errico's experiments on the splattering of impinging jets 
demonstrated that jet splatter is directly tied to the surface 
roughness or deformation of the incoming liquid jet, that jet 
splatter is reduced by making the jet shorter (so that disturb
ances to the liquid jet have less time to develop), and that jet 
stability is related to the specific nozzle design. Errico also 
found that onset of splattering in jets forced at their breakup 
frequency varies with Red, Wed, and the ratio of jet length to 
jet diameter. 

Splattering and turbulence both produce additional mixing 
in the liquid sheet, which will tend to enhance heat transfer 
relative to a laminar sheet. Conversely, the wall friction will 
be generally lower for laminar flow, which should result in 
larger velocities at a given downstream radius. The relative 
cooling efficiency of these cases is not obvious a priori, apart 
from the expectation that turbulence enhances heat transfer 
in the stagnation zone. Additionally, turbulence and splattering 
are closely related, with splattering both being driven by tur
bulence and adding fluctuating disturbances to the film, so 
that these effects must be accounted for simultaneously in 
attempting to model the heat removal. Presumably, the jet 
Reynolds and Weber numbers will appear as controlling pa
rameters. 

Since the initial condition of the jet and the subsequent flow 
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(al

(b)

behavior are strongly dependent on the specific nozzle con
figuration, there arises the question of how best to explore the
heat transfer performance of different nozzles. Most nozzle
systems seek to minimize pressure drop by using a relatively
large diameter liquid supply line followed by a contracting
nozzle. The liquid supply may reasonably be assumed to have
reached fully developed turbulent flow, and this turbulence
will be partially damped by the nozzle. Actual nozzle conditions

(e)

Fig. 1 (8) Laminar jet at Red= 51,500 (depth 019.2 mm beyond hydraulic
jump); (b) splaUering jet at Red = 28,400, w= 4550, and ~ = 0.108; (e) splat·
terlng turbulent jet at Red= 48,300, w = 8560, ~ = 0.311 (no jump)

are thus bounded at one extreme by a stable laminar jet (as
achieved by a sharp-edged orifice nozzle by Uu et aI., 1991)
and at the other extreme by a fully developed turbulent jet (as
achieved by a sufficiently long tube with no outlet contraction).
Other types of nozzles will generally fall between these two,
having a somewhat lower turbulence intensity than in fully
developed pipe flow, and their heat transfer behavior should
be bounded by the laminar and fully turbulent jets.

The mean velocity profile of the jet will also affect convective
heat removal, particularly in the stagnation zone. The sharp
edged orifices used in our previous studies are known to pro
duce a uniform velocity profile about one diameter down
stream of the orifice. The turbulent pipe jets studied herein
have a relatively flat velocity profile as well. A recent study
of planar jets (W01f et aI., 1990) concluded that velocity profile
effects on stagnation zone heat transfer were pronounced for
laminar flows, but suggested that, for turbulent jets, the ve
locity profile was relatively unimportant in comparison to the
stronger influence of turbulent mixing. In this light, we expect
that velocity-profile effects are less important in what follows
than are the effects of turbulence. However, measurements
independently varying turbulence intensity and velocity profile
are needed to resolve fully the role of mean velocity profile in

Nomenclature ---------------------------------

he equivalent mean thickness Pr liquid Prandtl number
a liquid jet radius of liquid sheet containing q' rms magnitude of turbu-

Arms mean jet-radius disturb- same momentum as actual lent velocity vector at noz-
ance amplitude when jet sheet after splattering zle outlet
strikes plate hs mean liquid sheet thick- qw wall heat flux, uniform

C scaled nozzle-outlet turbu- ness at the position just Q total volume flow rate of
lence intensity = before splattering occurs jet = 7r/4d2uJ
0.195 X~(q' /UJ) 2 h* mean thickness of liquid Q" volume flow rate of splat-

Cs const sheet at the position just tered liquid per unit height
CJ friction factor after splattering occurs above the plate

T w/(l/2 PU~ax) k liquid thermal conductivity f = radius, measured from
cp specific heat capacity per I distance between nozzle point of jet impact

unit mass at constant pres- and target fm radius of droplet profile
sure NUd local Nusselt number = measurement

d liquid jet diameter qwd/k(Tw- TJl fs effective radius of splat-
D temporal volumetric mean p' rms turbulent fluctuation tering region

diameter of splattered of liquid pressure Rl> R 2 principal radii of curva-
droplets at a given height P~ax pressure disturbance am- ture for liquid surface

h(f) local mean thickness of plitude at wavelength of Red Reynolds number of the
liquid sheet maximum instability jet = uJd/p
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turbulent jets, particularly for those jets having a large non-
uniformity of mean velocity. 

In this work, we investigate heat removal by fully turbulent 
liquid jets both with and without splattering. Our method is 
to combine relatively simple models of the mechanism of liquid 
splattering with phase-Doppler measurements of the splattered 
droplets' size and velocity to create a predictive model for the 
mass lost to splattering and the radial location of splatter. We 
then use this information to model the consequences of splat
tering for the efficiency of convective heat removal by the jet-
induced liquid sheet, and we compare the model's results to 
measurements of the local Nusselt number along the wall. 

Our analysis employs the momentum integral procedure, 
reflecting our attention to the average behavior of a physical 
process that is far too complex for exact analytical solution. 
Moreover, the momentum integral procedure has been found 
to facilitate relatively clear and general descriptions of the 
varying radial characteristics of the film flow (Liu and Lien-
hard, 1989); alternative, numerical procedures cannot provide 
any useful generality for the whole range of radius, although 
they show some promise for the stagnation zone (Liu et al., 
1992). 

Fig. 3 Experimental apparatus: (1) PDPA laser transmitter; (2) PDPA 
receiver; (3) vertical traversing table; (4) horizontal rail bearings; (5) PDPA 
electronics; (6) water supply line; (7) pressure gage; (8) strike plate; (9) 
honeycomb; (10) tube support plate; (11) plenum; (12) instrumented heater 
sheet; (13) flowmeter; (14) insulating box; (15) electrical leads; (16) volt
meter; (17) high-current, low-voltage electric generator, 25 kW 

2 Experiments 
Experiments were performed to measure the splattered mass 

and heat transfer for a fully developed, turbulent liquid jet. 
The experimental jets were produced using long tubes (50 to 
100 dia long; 3.2-9.5 mm dia), which received liquid water 
from a pressurized plenum and issued into still air (Fig. 3). 
The outlet of each pipe was carefully smoothed and deburred 
so that surface disturbances in the liquid jets were produced 
solely by the turbulence of the jets. The initial conditions for 
the jet should thus depend only on Reynolds number. Con
traction of the turbulent jets causes less than a 1.5 percent 
reduction in diameter, in contrast to the large contraction for 
sharp-edged orifice jets. Jet velocity was determined using a 
flow meter (primary calibration of the meter was performed). 
The jets struck a thin, uniformly electrically heated plane tar
get, which was instrumented for local temperature measure
ment. The nozzle to plate separation was adjustable over the 

Nomenclature (cont.) 

s, Smax = growth rate of capillary 
disturbances, maximum 
growth rate 

St = local Stanton number = 
qj (pcpumm (T„ - 7^)) 

t = time 
Tf = incoming jet temperature, 

before impingement 
Tsf(r) = free surface temperature 

distribution of liquid sheet 
T„(r) = wall temperature distribu

tion 
u(r, y) = mean radial velocity distri

bution in liquid film 
uf = velocity of impinging jet 

(bulk velocity of flow exit
ing nozzle) 

"max = local maximum film veloc
ity (liquid free surface ve
locity); mean value is near 

uf in boundary layer re
gion 

"*."max = liquid velocity, liquid 
maximum velocity just 
after splattering 

v = mean radial velocity com
ponent of splattered drop
lets at a given height 

Wed = jet Weber number = 
pu}d/a 

x = fraction of liquid sheet 
contained in boundary 
layer at given radius 

y = distance normal to the 
wall 

8 = viscous boundary layer 
thickness 

e. Cmax = amplitude, mean ampli
tude of initial surface of 
displacement 

angle in cylindrical coordi
nate system 
constant in momentum 
balance, Eq. (26) 

>̂ m̂ax = capillary-disturbance 
wavelength for jet, most 
unstable wavelength 

v = kinematic viscosity 
£ = ratio of splattered-liquid 

volume flow rate to in
coming jet volume flow 
rate 
liquid density 
surface tension 
constant in momentum 
balance, Eq. (18) or (28) 
dimensionless group = 
Werf exp(0.971 /V\Ve^ • l/d) 

9 = 

P 
a 
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range 1.2<//c?<28.7. The remainder of the experimental ap
paratus consists of the water jet loop, a refrigerating system, 
and an electrical heating system. Full details of this equipment, 
the heater, the instrumentation, and the error analysis are given 
by Liu et al. (1991). 

The distribution of the splattered droplets' velocities and 
diameters above the target plate were measured using a Phase 
Doppler Particle Analyzer (PDPA). The PDPA (Aerometrics, 
Inc.) is an advanced laser-Doppler velocimeter that produces 
concurrent measurements of an individual particle's diameter 
and velocity through an analysis of the measured amplitude 
and phase of the Doppler burst. Since the splattered droplets 
travel at only a small angle with respect to the target surface 
(about 20 deg off horizontal), the PDPA was configured to 
record the radial component of velocity; this component is 
also that required in the momentum integral analysis below. 
Owing to ambiguities in the instrument's probe-area correction 
for the number density calculation, the measured volume flux 
was independently calibrated by direct measurement of the 
splattered mass (following Errico, 1986), as shown in Fig. 4; 
the incoming-jet volume flow and the volume flow remaining 
in the liquid sheet after splattering were measured at radii 
corresponding to those used in the PDPA measurements. 

The wall temperature increases with radius, and the local 
Nusselt number is based on the difference between the local 
wall temperature and the temperature of the incoming jets. 
The incoming jet temperature was measured using the stag
nation point thermocouples with the heater power off (i.e., 
the adiabatic-wall temperature). As in our previous experi
ments (Liu and Lienhard, 1989; Liu et al., 1991), evaporative 
cooling was suppressed by limiting the maximum liquid tem
perature along the test heater. At the stagnation point, the 
temperature differences are the smallest and the uncertainty 
in Nusselt number is the largest when the previously mentioned 
heater is employed. Thus, a narrower heater strip (3.8 cm wide 
rather than 15.2 cm wide) was used for separate stagnation 
zone measurements. This enabled the use of higher heat fluxes 
(up to 300 kW/m2) without concern for liquid surface tem
perature or burning of the test heater; the temperature dif
ferences were thus raised to accurately resolvable values for 
the stagnation point, providing stagnation Nusselt numbers 
with uncertainties of 10 percent or less. Downstream, the re
ported Nusselt numbers have uncertainties of only 5 percent. 
The estimated uncertainty for Red is 5 percent and that for r 
is 0.5 mm. 

1 

Both the wide and narrow heaters were made from 0.1-mm-
thick 304SS sheet. Corrections were applied for the conductive 
temperature difference across the Joule-heated sheet, as de
scribed by Liu et al. (1991). These corrections are quite im
portant when Nud is large. Omitting them, as some authors 
apparently have (Faggiani and Grassi, 1990), may cause large 
errors. 

3 Splattering 
The vertical distribution of the radial volume flux of splat

tered droplets was measured for a variety of jet Reynolds 
numbers, Red, jet-to-plate separations, l/d, and radial meas
uring stations, rjd. Representative profiles are presented in 
Fig. 5(a); the droplet volume flow rate in the radial direction 
per unit height, Q" (m3/s m), is normalized with the total 
volume flow rate of the incoming jet, Q (m3/s), and plotted 
as a function of the vertical distance from the plate surface at 
given radius. Decreasing the Reynolds number shifts the whole 
profile to the left. Decreasing the nozzle height has a similar 
effect, reducing the splattering at all vertical positions. When 
the profile is measured at larger radius, its basic shape changes; 
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Fig. 4 Direct measurement of splattered mass: (1) tube; (2) liquid jet; 
(3) target disk; (4) capture tank for unsplattered liquid 

Fig. 5 Vertical distribution of splattered radial liquid volume flow rate 
divided by total jet volume flow rate, Q'lQ (m"1): (a) linear coordinates; 
(o) semilogarithmic coordinates 
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near the wall (small y) the splattered volume flux decreases 
with increasing radius, but farther from the wall (larger y), 
the flux decreases less and may even increase. The shape dis
tortion occurs because the droplets travel at an angle relative 
to the plate, and at larger radius the droplets are spread over 
a larger area than at small radius. 

In semilogarithmic coordinates (Fig! 5b), the volume flux 
distribution is almost a straight line. A line fit may be applied 
to these curves, corresponding to an exponentially decaying 
vertical distribution of splattered mass, and the total volume 
flow rate of splattered droplets may then be obtained by in
tegration. The total volume flow is then used to calibrate the 
volume flux measurements, as described above. 

For the data shown in Fig. 5 (ft), the ratio of total splattered 
droplet volume flow to total incoming volume flow (which is 
0.34) decreases by only about 2.6 percent when the measuring 
radius is increased from rm/d= 15 to rm/d=24, holding other 
variables constant. This difference is within the uncertainty of 
the measurements, although some decrease may occur as a few 
large droplets fall back to the liquid sheet under gravity. How
ever, both these measurements and stroboscopic observations 
by Errico (1986) and by our group show that the actual splat
tering occurs within a certain radial band around the point of 
impact; beyond this band, splattering no longer occurs. Hence, 
the total splattered mass flow, as observed beyond the radius 
of splattering, will not depend on r/d, but only upon Reynolds 
number, Weber number, and l/d. 

3.1 A Model for Splattering. The splattering of an im
pinging jet depends strongly upon the disturbances present on 
the incoming jet when it reaches the plate. These initial dis
turbances are sharply amplified when the fluid flows into the 
thin liquid film surrounding the point of impact, and their 
magnitude determines both whether or not the jet splatters 
and the magnitude of the actual splattering. The disturbances 
undergo substantial distortion upon entering the liquid sheet, 
with changes in amplitude, wavelength, and wavespeed; rig
orous analysis of that development is beyond our present scope. 
However, we may make substantial progress by considering 
only the size of the disturbances that the jet delivers to the 
liquid sheet. Here, we present a model that relates the initial 
turbulence in the jet to the initial surface disturbances on the 
jet and their subsequent growth by capillary instability. In this 
way, we scale the disturbances reaching the liquid sheet that 
drive actual splattering. 

Surface shape is related to the difference between liquid and 
gas phase pressure, Ap, via the Laplace relation: 

Ap:=°[i+i (i) 

We assume that the surface disturbances at the nozzle outlet 
are due primarily to turbulent pressure fluctuations within the 
jet, which have an rms value of 

i 
p'=-p{q'r = -puj (2) 

The turbulent pressure fluctuations will be distributed over a 
broad spectrum of wavelengths. The corresponding surface 
disturbances also show a range of wavelengths, some of which 
are more unstable than others. Rayleigh's normal mode anal
ysis of circular jet capillary instability (Drazin and Reid, 1981) 
showed that a disturbance of wavelength X evolves in time 
from an initial amplitude e to an amplitude A given by 

A = eexpU[2K-y/\ + md]+st) (3) 

and that the disturbance of maximum growth rate has 
\nax = 4.51c? and m = 0. From Eq. (1), the associated initial 
pressure disturbance amplitude is (Drazin and Reid, 1981) 

PU= - 0 . 5 1 4 ^ (4) 

and the corresponding growth rate may be shown to be 

(5) 

Thus, if we equate the rms turbulent pressure disturbance, p', 
to rms capillary pressure disturbance, lp'maiXl/^/2, we obtain 
an rms initial surface displacement 

2 

(6) !==s0.78lV2f^V^V 
a \ a ) \uf) 

The spectral distributions of the turbulent pressure fluctuations 
and the surface disturbances have been lumped into a single 
mean disturbance amplitude, so no direct significance should 
be attached to the coefficient 0.78lV2. However, the physical 
mechanism relating intensity of pressure fluctuations to the 
surface displacement should scale as shown irrespective of this 
approximation. 

The liquid travels from the nozzle to the plate in a time t = 
l/Uf, during which the surface disturbance grows from the 
initial erm, to 

(7) ^rms = ErmsexpCwO = e exp 0.3433 — , - ^ j 

Nondimensionalizing yields 

Ams ^0.9710 I 
—— = CWedexp . 

d VVWe^rf 
where the jet Weber number is 

Werf= 
pujd 

and 

C=0.195V2( — (£ 

(8) 

(9) 

(10) 

Hence, the disturbance reaching the point of impact, which 
drives subsequent splattering, should scale with the dimen-
sionless group 

' 0 971 ft 
oo = Wedexp [-£=-) (11) 

and the fraction of the total incoming liquid flow which is 
splattered, £, is a function of o>, which must be found exper
imentally. 

The total turbulence intensity, q'/u/, has an average value 
of approximately 0.080 in turbulent pipe flow (at Red= 5 x 104) 
and varies only weakly with Reynolds number (roughly as 
Rey8; Laufer, 1954; Tennekes and Lumley, 1972). The Reyn
olds number range of the present splattering experiments 
(19,000 to 69,000) is narrow enough that a constant value of 
C~ 0.0018 is an adequate initial condition for our jets. The 
turbulence decays under viscous influence as the jet travels to 
the plate; a homogeneous-turbulence decay estimate predicts 
a 50 percent drop in turbulence intensity if the jet is 20 di
ameters above the target. However, the capillary disturbances 
that turbulence induces at the jet outlet have grown exponen
tially during the journey to the target. 

Figure 6 shows the co at which we observed onset of splat
tering as a function of Reynolds number.1 For all Reynolds 
numbers, the data show a> to be about 2120 at the onset of 
splattering. Thus, the jet disturbance found from the above 
analysis does control the stability of the liquid sheet, and co is 

Our observations were both visual and tactile; "onset" is the point at which 
we observed any droplets to leave the liquid sheet. 
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a good measure of that stability. From the definition of co, 
this shows that splattering occurs whenever Wed>2120, irre
spective of l/d, although splattering may occur at lower values 
of Wed when l/d is nonzero. This graph ends at Rerf of 30,000 
because our higher Rerf jets all exceeded Werf=2120. 

Figure 7 shows the total fraction of liquid splattered from 
the sheet as a function of co. The ratio of the splattered flow 
to the total flow increases monotonically with co. The amount 
of splattering is very small in the range 2120 <co< 3000, with 
£ <2.5 percent; in engineering applications, splattering may be 
neglected in this range. For 2200 <co< 8500, splattering in
creases rapidly; the splattering ratio is well represented by the 
curve fit 

£ = -0.0935 + 3.41 x KT5co-t-2.25x l O ' V (12) 

No data are available beyond co = 8500, but we can assume that 
£ will flatten, since it is necessarily less than one. For these 
data, the uncertainty is 8 percent for co and 1 percent for £. 

The onset of splattering is fairly flat in the sense of £ versus 
co. Hence, the reported "onset" may vary among observers, 
depending on how much mass must be splattered before splat
tering is noticed. Few outside data are currently available for 
comparison to the present criterion. Womac et al. (1990) cite 
three observations of onset for tube nozzles 20-40 diameters 
in length, which may be nondimensionalized using present 
terminology. For water, onset was noted for a 0.978 mm nozzle 
at co» 2600-3800 with Red= 13900; for FC-77, onset was noted 
for a 0.978 mm nozzle at co = 2900-4200 with Red=5800 and 
for a 0.4 mm at co«6600-8300 with Red= 5900. The first pair 
of observations is consistent with the present results, given the 
smallness of £ at those values of co and the low (marginally 
turbulent) Reynolds numbers involved. The last observation 
is well above present results; however, the volume of splattered 
liquid at observed onset would have been roughly the same as 
for the larger nozzles, making an issue of the operating def
inition of "onset." From a practical viewpoint, the curve £(co) 
itself is of greatest importance, and onset may be best defined 
in terms of a threshold value of £ below which splattering can 
be ignored. 

Bhunia and Lienhard (1992) present more detailed results 
for the onset of splattering and an improved version of Eq. 
(12). 

3.2 Droplet Departure Radius. The distribution of drop
let diameter, D, typically ranges from a few microns to almost 
a millimeter. However, most droplets passing a particular point 
have essentially the same velocity irrespective of their size. 
Very small droplets (less than about 20 /tm) suffer significant 
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Fig. 8 (a) Droplet radial velocity profile above plate; (b) droplet diameter 
profile; curve fits 
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viscous drag and move slower, but these droplets contribute 
little to the mass-averaged velocity. The mean droplet velocity, 
v, near the plate is fairly represented by a linearly decreasing 
velocity profile (Fig. 8a). The mean droplet diameter also de
creases with increasing distance from the plate (Fig. 8b). 

We may infer the radial position at which the droplets sep
arated from the liquid surface, rs, by assuming that the large 
droplets near the liquid surface maintain the radial velocity 
they had at the point of departure from the liquid sheet (ne
glecting air drag) and that the departure velocity is equal to 
the mean surface velocity; the droplets' velocity then deter
mines the radial position where the liquid surface had that 
velocity. This estimate sets the position of breakaway at about 
rs-5.1d. Since the wavelength of maximum capillary insta
bility for a circular jet is Xmax/rf=4.51, the estimated break
away position is slightly more than one Xmax. In his experiments, 
Errico (1986) observed that the radius where the disturbances 
to the liquid sheet reach maximum height (droplet departure 
point) was between 0.73 cm and 1.46 cm, which appeared to 
be about 4 jet diameters.2 The heat transfer data also verify 
this estimate indirectly, as will be discussed later. The present 
data do not clearly show a dependence of the breakaway radius 
upon Red, d, or to, but more detailed measurements are un
questionably required to resolve such influences and to set a 
more precise value for rs. For modeling purposes, we take 
rv»Xmox in what follows. 

A few very fine droplets were observed around the incoming 
jet when the Reynolds number was large. These droplets appear 
to be generated at the jet nozzle, and are formed by a different 
mechanism than considered here. They have a very small con
tribution to the total liquid volume flow. In addition, aero
dynamic drag on the jet will become increasingly important 
for Reynolds numbers above 50,000 and will alter the capillary 
growth as modeled here. 

4 Mean Flow Field and Heat Transfer 

For turbulent jets, and especially for those that splatter, the 
flow field of the liquid sheet is highly unsteady and irregular. 
However, for the purpose of modeling the jet heat convection, 
we may focus on the mean flow field and consider separately 
the region before splattering and the region after splattering. 

Visual observation shows that the capillary disturbances cre
ate very large, highly unsteady disturbances to the liquid film. 
Stroboscopic observations show that the disturbances grow 
larger up to the point of droplet separation, where tall, sharp 
crests are observed; these crests break into a spray of droplets 
(Errico presents excellent photographs of the breakup). The 
capillary disturbances greatly exceed in magnitude the free-
stream turbulence in the incoming jet and will promote the 
rapid transition to a fully turbulent film downstream. 

In the region upstream of droplet breakaway, we may sup
pose the flow to be composed of a thin, laminar wall boundary 
layer and a turbulent, fluctuating free stream above it. We 
may further suppose that the capillary disturbances to the 
liquid surface have essentially the same effect on the boundary 
layer as does the free stream turbulence. This region extends 
to only about 5 jet diameters from the point of impact. 

To gain some idea of free stream turbulence effects on wall 
boundary layer heat transfer, we can refer to previous studies 
of the problem. A general survey of free stream turbulence 
effects was given by Kestin (1966); the stagnation zone of a 
submerged jet was investigated numerically by Traci and Wil
cox (1975). Local measurements in the laminar stagnation zone 
of a cylinder show an unexpectedly large effect of free stream 

2Errico's water jet diameter was not specified, since he observed the splattering 
radius to be independent of jet size. From a Kelvin-Helmholtz instability analysis 
of the liquid sheet, Errico estimated that this radial position was one to two 
disturbance wavelengths. 

turbulence, reaching an enhancement of more than 80 percent 
in Nud/Rey2 at the stagnation point for a change of turbulence 
intensity from 0 percent to only 2.7 percent. Laminar boundary 
layer heat transfer can be substantially increased if the pressure 
gradient is nonzero, but for zero pressure gradient (as in the 
present flow, away from the stagnation point), free-stream 
turbulence does not affect the local heat transfer coefficient 
up to a turbulence intensity of at least 3.82 percent. The tur
bulence intensities of these past experiments are similar to those 
estimated for the present case, in the absence of capillary 
contributions. The magnitudes of the present capillary dis
turbances are not known precisely; however, we compare the 
present measurements to the undisturbed, laminar predictions 
(Liu et al., 1991) below, so as to gage the magnitude of the 
combined turbulent and capillary augmentation. 

The splattering region itself is relatively small and may be 
modeled as if splattering occurs at a single radius. The large 
disturbances associated with droplet departure may reasonably 
be presumed to induce fully turbulent flow in the liquid sheet 
after splattering. We may estimate the thickness and velocity 
variation of the turbulent residual sheet by accounting for the 
loss of mass and momentum associated with splattering. Hav
ing the velocity and thickness of the turbulent liquid sheet, we 
may then use the thermal law of the wall to estimate the local 
Nusselt number. 

We emphasize that the model that follows is directed at the 
average behavior of the sheet, rather than a precise prediction 
of velocity profile and film thickness. 

4.1 Mass and Momentum Conservation. At the radial 
location just before splattering (here taken as rd/d= A.51), the 
ratio of mass in the boundary layer to total incoming mass in 
the jet is 

Iter \ udy .,_ 

\ d \ 
- = 1 3 . 3 4 R Re; a28.3Rerf-' 

where, from Sharan (1984), 

u{y) = uf 25 2\d 

and 

!=2-679 b £ 
d \dRed 

(13) 

(14) 

(15) 

These expressions assume a laminar wall boundary layer be
neath a turbulent free stream with mean velocity uf. Stevens 
and Webb (1991) measured radial surface speeds for a non-
splattering turbulent jet and found surface speeds near uf (as 
would be expected from streamline momentum conservation); 
speeds up to 20 percent larger were measured for small di
ameter, low Reynolds number jets. As discussed below, this 
acceleration may be associated with surface tension effects on 
those small, slow jets. 

If (1 - £ ) > x , the splattered liquid does not include fluid in 
the boundary layer. In this case, the liquid sheet remaining 
after splattering has an effective thickness, hc (Fig. 9), of 

c== s~8r~s
 ( 1 6 ) 

where hs is the mean film thickness prior to splattering and 
the second term is the loss of (inviscid) fluid due to splattering. 
The remaining mass flow, (1 - %)ir/4d2Uf, carries momentum 

Pa ,.hc 

2irrsp u2dy+ I ujdy 
0 J« 

-2Trrspu}$d (17) 

where 
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Fig. 9 Mean flow field during splattering (schematic) 

* = 0 .125(1-£) - -0 .373 ( - £ - (18) 

These results do not account for the transition to turbulent 
flow after splattering, which will change the velocity profile 
and alter the film thickness from hc to another value, h*. 

Azuma and Hoshino (1984) measured the velocity distri
butions in the sheet for both laminar and turbulent flow; they 
showed that a l/7th power law is a good approximation in the 
turbulent sheet: 

u(y) = u„ (19) 

for h the thickness of the turbulent sheet and wmax the free 
surface speed. We assume the adjustment from the laminar 
boundary layer to turbulent sheet velocity distributions occurs 
within a small radial region at the zone of splattering. In terms 
of the turbulent thickness just after splattering, h*, the mass 
flow in the sheet after splattering is 

2irrsp 
o ^ 4 

•wrsph*u* (20) 

and the momentum flow in the sheet after splattering is 

2vrp l'***-T •wrsph*u% (21) 

for «* the mean velocity distribution in the sheet just after 
splattering and K*max its maximum. Then, with Eqs. (16)—(18), 
mass and momentum balances on the region of adjustment (at 
radius rs) give 

/ ^ _ ( 1 -

d~ 
-i?d2 

63/-?$ 
(22) 

At larger radii, solution of the momentum integral equation 
gives the variation of turbulent liquid sheet thickness as 

5/4 , 
h 

d= 

0.02091 
[ ( l -£)Re d ] ' 

+ Q-

where 

h*rs 0.02091 

'[(l-f)RCd] 1/4 

(23) 

(24) 

Note that the above mass and momentum balances across the 
splattering region provided the initial conditions used in solving 
the momentum integral equation for r>rs. 

For the case (1 - £) < x, the mass in the sheet after splattering 
is 

(1 -£)-</V=2^ 

so that 

^ 9 = 3 - 3 . 1 
(l-?¥2 

9rs8 

(25) 

(26) 

The momentum remaining within the liquid sheet is 

u2dy = 2irrspu}8 
n 10 28 \ 

(27) 

We obtain the same results for h* and h, Eqs. (22) and (23), 
except that $ is not given as Eq. (18), but is instead 

* = !*->se'-J (28) 

4.2 Heat Transfer. We may now apply the thermal law 
of the wall to calculate the heat transfer in the film after 
splattering, following Liu et al. (1991). According to the law 
of the wall 

St = 
C/2 

ITW-TS/) 1.07 + 12.7(Pr 2 / 3 - l )V<y2 
(29) 

pCpUmm v J iv — J sf) l . U / t l i U r r —l)\lsf/ 

The friction coefficient in the liquid sheet, from the Blasius 
law, is 

1/4 

Cf= 0.045 

and for a turbulent sheet, 

hu„ 

lM^i-a 

If we define the local Nusselt number as 

Nu d =-
qwd 

(30) 

(31) 

(32) 
k(Tw-Tf) 

then, letting Tsy=Tf at r = rs and taking the free surface to 
essentially adiabatic (Liu et al.), a calculation yields 

Nud= 
8RedPrSt 

49 (hr/d2)+28 (r/d)2St 
(33) 

This expression for Nurf may be evaluated in conjunction with 
Eqs. (23), (29), (30), (31), and (12). 

Figure 10 shows the Nusselt number predicted above. The 
Nusselt number from the laminar prediction is also shown. As 
shown below (Figs. 13a, b), the turbulent prediction agrees 
reasonably well with our experimental results. 

Splattering has a strong effect on heat transfer, especially 
immediately after the breakaway radius. Increasing the amount 
of mass splattered (raising £) deteriorates the heat transfer. 
Splattering thins the film, and the resultant, increased skin 
friction creates a rapid decay in the Nusselt number with radius. 
Far downstream, the heat transfer is substantially worse than 
for the laminar case. Similarly, as more mass is splattered (£ 
increasing), the remaining film has less momentum, and slows 
more quickly. At radii close to the radius of splattering, how
ever, the heat transfer is larger than for laminar flow; this 
results from the assumption that turbulent transition accom
panies splattering. This enhancement is stronger when less mass 
is splattered, leaving more momentum in the film. 

For the case without splattering (£ = 0), the prediction and 
data still show an enhancement from capillary disturbances, 
which is caused by the turbulent transition. For to < 5000, the 
prediction overestimates the Nusselt number relative to meas
urements immediately after the "splattering" radius (19 per
cent higher for co«2400), but farther downstream the 
disagreement disappears (after about 5d for 6j = 2400). The 
overprediction may occur because turbulent transition is not 
completed at the splattering radius; Liu et al. showed that 
turbulent transition can occur over a significant radial band. 
However, these estimates are still much closer to the data than 
is the laminar prediction; even in the absence of actual splat
tering, the liquid sheet is still highly disturbed by the capillary 
fluctuations. 

Liu et al. (1991) showed that the stagnation zone of a uni-
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1000 

Fig. 10 Estimated Nusselt number for region after splattering as a 
function of fraction of mass splattered: Eq. (33); ; laminar results 
(Liu et al.) — 

form-velocity-profile, laminar incoming jet covers the region 
r/d< 0.787 and that the Nusselt number there may be estimated 
from 

Nurf 

0.715Rey2Pr0-4 

0.797Rey2Pr1/3 

0 .15<Pr<3 

P r > 3 
(34) 

For a turbulent incoming jet, both free stream turbulence and 
capillary disturbances may affect the stagnation zone heat 
transfer. Figure 11(a) shows the ratio of measured Nusselt 
number to 0.797 Re]/ Pr1/3 as a function of u>. The stagnation 
zone heat transfer appears to be essentially independent of u. 
This is not surprising given that the stagnation zone is well 
separated from the free surface and its capillary disturbances. 
However, the turbulent stagnation zone heat transfer is still 
much higher than for a laminar impinging jet; the data show 
an augmentation factor of about 1.55. Turbulent disturbances 
are not directly separated from capillary disturbances in this 
presentation. However, as mentioned previously, variations in 
outlet turbulence intensity show only a weak additional de
pendence on Reynolds number beyond the U/ dependence of 
u, and viscous damping of turbulence during travel to the plate 
may well be offset by growth of the fluctuating capillary dis
turbances to the fluid flow. Indeed, Fig. 11(&) shows the aug
mentation factor to be essentially independent of jet Reynolds 
number in this range of Re,/ and w. 

The stagnation zone Nusselt number for the present exper
iments is represented by the following expression to an accuracy 
of about ± 10 percent: 

Nud=1.24Rey2Pr1/3 (35) 

This equation should apply for any Prandtl number greater 
than 3, although the present experiments, for 7 < P r < 11, do 
not verify the Pr range. 

Stevens and Webb (1989) and Jiji and Dagan (1988) present 
results for the turbulent stagnation zone of an unsubmerged 
jet. The parameter u is generally small for both studies, given 
their low ranges of either Reynolds number or l/d; neither 
study appears to have used splattering jets. Jiji and Dagan's 
jets were confined to low Red and were produced by very short 
tubes, some six diameters in length. The turbulence intensity 
in their jets should thus be lower than for the fully developed 
turbulence of the present, long tubes, leading to a somewhat 
lower stagnation point Nusselt number. Their results are shown 
for comparison in Fig. 11(a); their data are in fact somewhat 
below the present data. Stevens and Webb's prediction is con
sidered below. 

For liquid jet impingement, the pressure gradient in the 

Nud 

Nud,lam 

1000 5000 9000 13000 

CO 

( a ) 
2.0 

1.5 

N u d 

Nud, lam 

o * * 0 ! . ^ 

1.0 

0.5 " 

— laminar 

o d=4.76mm 

8 d=6.35mm 

0.0 
20000 35000 50000 65000 

Red 

(b) 

Fig. 11 Nusselt number in stagnation zone for turbulent, splattering 
jets relative to Nusselt number for laminar jets from Eq. (34) 

region between the stagnation zone and the splattering radius 
is negligible, and, as noted above, previous studies (Kestin, 
1966) suggest that no turbulent augmentation of the boundary 
layer heat transfer should occur. However, the presence of 
strong capillary disturbances before the radius of droplet sep
aration provides an alternative mechanism for heat transfer 
enhancement. To show the effect of capillary disturbances, 
the Nusselt number between stagnation and splattering was 
averaged, and the ratio between this average Nusselt number 
and the averaged laminar prediction (Liu and Lienhard, 1989) 
was calculated. Figure 12 shows this ratio as a function of o>. 
The enhancement by capillary disturbances is apparent, in 
contrast to the stagnation zone heat transfer, and enhancement 
appears to be independent of Reynolds number. Capillary aug
mentation reaches a factor of three at w = 9000. 

We may predict the Nusselt number over the entire range 
of radius by using Eq. (33) for the region after splattering (r/ 
d>5.7), using Eq. (35) for the stagnation zone (V/e?< 0.787), 
and applying the augmentation factor (Fig. 12) to the laminar 
prediction between the stagnation zone and the splattering 
radius. This composite prediction is compared to two sets of 
data in Fig. 13(a,b), and the agreement is generally good. Many 
other cases are shown by Gabour (1991). In Fig. 13(a), in the 
region just after splattering, the data show a lower value than 
the prediction. The reason, as mentioned above, is that for 
this case a> is about 4003 and the turbulent transition is not 
completed in the splattering region; this disagreement disap
pears downstream as the transition is completed. In the figure, 
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Fig. 12 Augmentation of Nud in boundary layer region upstream of the 
splattering radius as a function of o>; turbulent results normalized with 
laminar results of Liu and Lienhard (1989) 

the correlation of Stevens and Webb (1989) underestimates the 
Nusselt number for r/d> 3, consistent with its expected range 
of validity. Our data are somewhat higher than that correlation 
at small r. Figure 13(b) shows similar results at a larger w. 

5 Other Nozzles 
Other nozzle configurations may have different outlet tur

bulence intensities. A tentative suggestion for adapting the 
present results to such nozzles is to rescale the present values 
of w to values appropriate to such nozzles. Since the initial 
disturbance to the sheet is proportional to Cw, the procedure 
is to determine the values of C and co for the new nozzle and 
then find an effective value of co as: 

(Oo)n, (36) 
-'present 

The value «eff may be used in calculations based on the present 
results. 

Additional considerations for other nozzles include varia
tions in the coefficient of contraction and nonuniform velocity 
profiles. While velocity-profile influence on heat transfer has 
been clearly established for laminar jets, Wolf et al. (1990) 
suggested that for planar, fully developed turbulent jets, the 
velocity profile itself has far less effect on turbulent heat trans
fer than does turbulence. However, measurements that inde
pendently vary turbulence intensity and mean velocity profile 
are needed in order to quantify and settle this issue. 

Likewise, the precise effect of a nonuniform velocity dis
tribution on the evolution of surface disturbances has yet to 
be clearly identified, although the present results work well 
for the levels of nonuniformity found in turbulent pipe jets. 
Until further data are obtained, a tentative recommendation 
is to ignore velocity profile effects on splattering, unless the 
nozzle produces a mean velocity profile markedly different 
than that for normal pipe flow. 

Nonunity contraction coefficients should be taken into ac
count when calculating jet velocity and diameter, although they 
seem unlikely to have a strong influence on capillary or tur
bulent disturbances such as are considered here. For low Reyn
olds number jets of small diameter, surface tension (and grav
itational acceleration) can alter the flow field of the jet near 
the plate. Liu et al. (1992) find some evidence of such effects 
in the stagnation zone of laminar jets. 

600 
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Nud 
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500 Q 

Red=43285 Pr=8.33 (inlet) 

o>=7704 4=28.7 
d 

O present data 
present correlation 

correlation [Stevens & Webb] 

laminar prediction 

Nud 

250 

Fig. 13 Comparison of measurements to the present model: 
from Eq. (33) and Figs. (10) and (12); laminar theory from Liu et al. 

6 Conclusions 
Splattering and heat transfer have been investigated for un-

submerged, circular, fully turbulent impinging liquid jets. Pre
dictive results have been developed for the local Nusselt number 
along a uniform heat flux surface and for the onset of splat
tering and the total mass splattered. 

9 The occurrence of splattering is well characterized by the 
group &> (Eq. (11)) when: (a) the initial disturbances to the jet 
are produced by turbulence in the liquid exiting the nozzle; 
and (b) the jet Reynolds number is low enough that capillary 
instability guides the growth of these disturbances. The present 
results validate w for 19,000<Red<69,000; breakdown of the 
model is likely at higher Reynolds numbers due to aerodynamic 
drag. Differences are also expected when the turbulence is less 
than fully developed, as at lower Reynolds numbers. The data 
cover jet-to-target separations of 7.6<//rf<26.4 and 
1000<Werf<5000; the present model is likely to fail if the jet 
is long enough to undergo breakup prior to impact. 

9 Splattering occurs within a narrow radial band, rather than 
being distributed at all radii in the liquid sheet. The breakup 
radius, rs, is about one Xmax (roughly 4.51d), although further 
study of the scaling of both rs and splattered droplet profiles 
are needed. Splattering appears to be an in viscid phenomenon. 

8 Jets begin to splatter when o>2120 (or for Wed>2120 
for any l/d). The fraction of incoming mass splattered, £, is 
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given by Eq. (12) for co<8500. These results apply for 7.6 
<//e?<26.4 and 1000<Werf<5000. 

• Local Nusselt number depends on Rerf, r/d, and w for 
turbulent, splattering jets. The present results facilitate pre
diction of local wall temperature from the stagnation zone to 
radii well past the splattering radius. 

9 Both turbulent and capillary disturbances to the free-stream 
flow strongly augment heat transfer in the laminar wall bound
ary layers in the stagnation zone and film region upstream of 
the splattering radius. Results are shown in Figs. 11 and 12. 

8 After droplet breakaway, heat transfer is further enhanced 
by complete turbulent transition of the viscous film. However, 
heat transfer drops quickly thereafter as a result of the higher 
skin friction in the film. Nusselt number may be estimated 
with Eq. (33) for r>rs and is shown in Figs. 10 and 13. 

• In the stagnation zone, capillary disturbances appear to 
have no direct effect on the heat transfer. Augmentation by 
the turbulence in the incoming jet appears to increase the heat 
transfer by a factor of 1.55 over that for a laminar jet. Aug
mentation is independent of o> and Red over the range of those 
variables covered in these experiments (1.2<//rf<28.7). The 
stagnation zone Nusselt number {r/d<0.787) is well repre
sented by Eq. (35), Nurf= 1.24Rey

2Pr1/3. 
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Heat Transfer in Thin, Compact 
Heat Exchangers With Circular, 
•Rectangular, or Pin-Fin Flow 
Passages 
We have measured heat transfer and pressure drop of three thin, compact heat 
exchangers in helium gas at 3.5 MPa and higher, with Reynolds numbers of 450 to 
36,000. The flow geometries for the three heat exchanger specimens were: circular 
tube, rectangular channel, and staggered pin fin with tapered pins. The specimens 
were heated radiatively at heat fluxes up to 77 W/cm2. Correlations were developed 
for the isothermal friction factor as a function of Reynolds number, and for the 
Nusselt number as a function of Reynolds number and the ratio of wall temperature 
to fluid temperature. The specimen with the pin fin internal geometry had signifi
cantly better heat transfer than the other specimens, but it also had higher pressure 
drop. For certain conditions of helium flow and heating, the temperature more than 
doubled from the inlet to the outlet of the specimens, producing large changes in 
gas velocity, density, viscosity, and thermal conductivity. These changes in properties 
did not affect the correlations for friction factor and Nusselt number in turbulent 
flow. 

Introduction 
Compact heat exchangers are widely used in many appli

cations, including gas turbines, the aerospace industry, and 
cryogenics. The problem motivating this work is cooling the 
engine struts of the National Aerospace Plane (NASP). The 
engine struts are expected to receive a normal (perpendicular) 
heat load of the order of 2000 W/cm2 due to aerodynamic 
heating and thermal radiation from the combustion of the 
hydrogen gas fuel (Scotti et al., 1988). The present concept 
for cooling the strut is to attach a heat exchanger to the surface 
facing the high heat flux, through which hydrogen gas will 
flow prior to entering the engine. Due to limitations of size 
and weight, the heat exchanger must be thin and compact. The 
pressure will be high (7 MPa or greater) to reduce the pressure 
drop for a given gas flow rate. Temperatures will increase 
substantially from the inlet to outlet (56 K to 890 K) to minimize 
the gas flow rate for a given incident heat flux. The outlet 
temperature is determined by temperature limits of the ma
terials used in constructing the heat exchanger. 

Thermal-fatigue studies of concepts for cooling the strut 
(Shore, 1986) have shown that the life of the engine increases 
as the temperature difference between the wall and fluid of 
the heat exchanger decreases. This implies maximizing the 
product of the heat transfer coefficient and the internal wall 
area of the exchanger. For applications other than the NASP 
strut, high heat transfer coefficients allow either reducing the 
coolant flow or reducing the size of the heat exchanger to 
achieve the same heat transfer. 

In this work, three compact heat exchangers were tested in 
a helium flow apparatus to measure their heat transfer and 
pressure drop. All had approximately the same heated normal 
area, were thin perpendicular to the flow direction (5 mm or 
less), and were made of commercially pure nickel (UNS 02200). 
Two specimens used conventional flow geometries, while the 
third had a novel, "pin-fin" geometry for which there were 
no performance data. The "tube" specimen consisted of 20 
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tubes, 1.02 mm i.d., lying in parallel on a base plate. The 
"channel" specimen contained 12 rectangular channels in par
allel, 3.18 mm wide by 0.56 mm deep, milled in a base plate. 
In the pin-fin specimen, tapered circular cylinders spanned the 
height of the cooling passage. The centers of the pins were 
located at the corners of equilateral triangles. 

Pin-fin banks have been used in the gas turbine industry to 
cool turbine blades or vanes (Armstrong and Winstanley, 1988). 
In that application, the length-to-diameter ratio of the pins 
varies from 1/2 to 4, and the pin diameter is constant across 
the span of the channel. Long pin fins (length-to-diameter ratio 
of 8 or greater) have been used by the heat exchanger industry 
and were studied by Kays and London (1964). In all past 
applications, the pin diameter has been constant across the 
channel. For our work, the pins were tapered; the length-to-
diameter ratio varied from 1/4 to 1/2 on each pin. Pin banks 
of past works are often "staggered" in the flow direction to 
break up the flow path. The pins of our work were also stag
gered, but the layout angle was different. 

The tube and channel specimens were constructed to test 
alternative fabrication techniques to those of the pin fin, be
cause initial attempts to build a pin-fin specimen were unsuc
cessful. Because the heat transfer in tube and channel geometries 
has been measured before (albeit in a single tube at low heat 
flux and easily measured wall and fluid temperatures), testing 
these specimens allowed us to determine whether variable prop
erties, axial flow acceleration, flow nonuniformities, or errors 
in temperature measurement were significant. Neither the tube 
nor channel specimens were optimized for heat transfer, a fact 
that should be remembered when comparing their performance 
to that of the pin-fin specimen. 

Description of the Apparatus 
We mounted the heat exchanger specimens in an apparatus 

that provided steady flow of helium at constant inlet temper
ature and pressure, and heated the specimens radiatively (Ol
son, 1989,1990). The apparatus was designed to test specimens 
at heating rates of 0 to 80 W/cm2 and gas temperatures from 
ambient to 810 K. In testing with helium we could match the 
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Fig. 1 Helium (low apparatus 

Reynolds number, Prandtl number, and temperature rise from 
the specimen inlet to outlet to those of hydrogen, because of 
the similarities in specific heat, thermal conductivity, and dy
namic viscosity between the two gases. 

Flow Apparatus. The helium flow apparatus is shown in 
Fig. 1, with the details of the specimen furnace section shown 
in Fig. 2. Helium gas at 17 MPa (2500 psi) or less was supplied 
from a tube trailer outside the laboratory. System pressure 
was set by the dome-loaded pressure regulator (valve 3). 

Within the furnace (Fig. 2), the gas flowed into an inlet 
manifold, which distributed it to the heat exchanger specimen. 
A similar manifold collected the gas exiting the specimen and 
directed it to the outlet tubing. The specimen was located in 
the target area of the furnace (7.8 cm wide by 15.2 cm long). 
The x coordinate is aligned with the direction of gas flow in 

H 
_ Cooling Air 

and Water 

Radiant Heater 

480 VAC 
" 75 A 

Refractory Wall or 
Reflective Wall 

Pressure Tap Pressure Tap 
Thermocouples 

Fig. 2 Specimen furnace, showing location of inlet gas temperature 
(A), upstream pressure (0), outlet gas temperature (B), and downstream 
pressure (1) 

the specimen, withx/L = 0 at the (upstream) furnace wall where 
the heating of the gas begins, and x/L = 1 at the (downstream) 
furnace wall where heating ends. The furnace consisted of a 
high-intensity infrared radiant heater, surrounded by focusing 
walls, which directed the heat to the specimen. For the tube 
specimen, the walls were made of refractory insulation (Olson, 
1989). For the channel and pin-fin specimens, the walls were 
made of polished aluminum (Olson, 1990). The aluminum 
walls were watered cooled. The heater contained six high-
temperature infrared lamps mounted in an aluminum housing. 
The aluminum surface behind the lamps was polished to reflect 
the light. Quartz windows placed in front of the lamps and 

Nomenclature 

A = 
Af = 
An = 

Ay, = 

B = 
Bi = 
cp = 

D„ = 

/ = 

/ M = 

/» = 

G = 

h = 

h = 
H = 
h„ = 

K = 

k = 

location of inlet manifold 
flow normal area= V0/L, m2 

specimen normal area = L»w, 
m2 

wetted wall area (total wall 
area exposed to fluid), m2 

location of outlet manifold 
Biot number = h„>Dh/kni 

specific heat at constant 
pressure, J/(kg«K) 
specimen hydraulic diame
ter = 4 V0/Aw, m 
isothermal friction factor 
(Eq. (2)) 
friction factor used by Metz-
ger et al. (1982) (Eq. (20)) 
heat flux distribution func
tion 
mass flow rate per unit flow 
normal area = m„w/Af, kg/ 
(s-m) 
heat transfer coefficient (Eq. 
(7)), W/(m2.K) 
enthalpy, J/kg 
thickness of specimen, m 
normalized heat transfer 
coefficient (Eq. (16)), W/ 
(m2-K) 
heat transfer coefficient 
based on temperature of 
wall-fluid interface (Eq. 
14)), W/(m2.K) 
thermal conductivity, W/ 
(nvK) 

kni = thermal conductivity of 
nickel, W/(m»K) 

L = heated length of specimen, 
m 

m = mass flow rate, kg/s 
mw = mass flow rate per unit 

width of specimen, kg/ 
(s-m) = m/w if the flow is 
uniform with y 

N = number of rows of pins in 
flow direction in Metzger 
friction factor 

Nu = Nusselt number = h 'Dn/k 
Num = modified Nusselt num-

ber= (h>Dh/k)-(T„/Tf)
ai5 

Nuw = Nusselt number based on 
temperature of wall-fluid in
terface = (h„>D„/k) • ( T J 
T/)0.S5 

P = pressure, Pa 
Pw = wall perimeter perpendicular 

to flow direction, m 
Pr = Prandtl number = p 'Cp/k 
q„ - local normal heat flux, W/ 

m 
Qpx = fraction of total heat flow 

on specimen added up to 
position x= integration of 
furnace calibration function 
fq, from 0 to X 

QT = total heat transfer to speci
men, W 

q„ = local wall heat flux based on 
total wetted-wall area of the 
specimen, W/m2 

r = recovery factor = (Taw- 7})/ 
(V2/2cp), taken as Pr1/3 for 

ref = 
Re = 

T = 
T = 
-* aw 

Tf = 

Tw = 

V = ' max 

V0 = 

w = 
X = 

y = 

P = 

AP„ = 

V = 
M = 
P = 
a = 
0 = 

1 = 

turbulent flow 
reference conditions 
Reynolds number = p VDn/jx 
temperature, K 
adiabatic wall temperature 
of cooling fluid, K 
temperature of local bulk 
fluid, K 
temperature of specimen 
wall, K 
velocity, m/s 
maximum velocity in speci
men, m/s 
open volume in specimen, 
m 
width of specimen, m 
position coordinate parallel 
to flow direction, m 
position coordinate perpen
dicular to flow direction, m 
coefficient of thermal expan
sion 
normalized pressure drop 
(Eq. (4)), Pa.(s.m)2/kg2 

pin efficiency 
dynamic viscosity, kg/(s«m) 
density, kg/m3 

standard deviation 
location where heating be
gins (x/L = 0) 
location where heating ends 
(x/L=\) 
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Tube Specimen 

Fig. 3 Tube specimen 

mounted in the aluminum housing provided an enclosure for 
air to flow around the lamps and prevent over heating. The 
aluminum housing of the heater was water cooled. 

Downstream of the furnace section, the hot gas flowed 
through a cooling coil immersed in a water bath. The rate of 
gas flow was manually adjusted at the bath outlet by valve 4. 
Beyond the valve, we measured helium flow rate with a heated-
tube thermal mass flow meter with an uncertainty of ± 1 per
cent. After exiting the flow meter the gas was vented outside 
the laboratory. 

Tube Specimen. The tube specimen consisted of 20 small-
diameter tubes lying in parallel in channels machined on a base 
plate, as shown in Fig. 3. Both the tubes and the base plate 
were made of commercially pure nickel. The outer diameters 
of the tubes were 2.03 mm and the inner diameters were 1.02 
mm. Adjacent tubes were 3.81 mm between centers, leaving 
1.78 mm of flat between the tubes. The base plate was 7.82 
cm wide, 16.5 cm long, and 3.18 mm thick. The overall thick
ness of the specimen was 4.19 mm. 

The tubes (1.2 cm longer than the base plate on each end) 
were brazed into the channels in the base plate using a braze 
alloy foil containing 70 percent gold, 8 percent palladium, and 
22 percent nickel (AMS-4786, 1310 K liquidus). Header pieces 
of commercially pure nickel, with holes drilled to match the 
tube locations, were slipped onto the protruding tubes on each 
end of the base plate. The header pieces were brazed to the 
tubes and base plate using an alloy of 82 percent gold and 18 
percent nickel (AMS-4787, 1223 K liquidus). 

Channel Specimen. The channel specimen is shown in Fig. 
4. It consisted of 12 parallel-flow channels of rectangular cross 
section milled in a lower plate of commercially pure nickel, 
with a cover plate of commercially pure nickel brazed to it. 
The channel width and height were 3.18 mm and 0.56 mm, 
respectively. The ridge between channels was 3.18 mm wide. 
The lower plate was 3.12 mm thick, and the cover plate was 
1.93 mm thick, for a total thickness of 5.05 mm. The specimen 
was 7.86 cm wide and 19.1 cm long. 

The cover plate was brazed to the base plate in a vacuum 
oven using a 0.025-mm-thick braze alloy foil of 50 percent 
gold, 25 percent palladium, and 25 percent nickel (AMS-4784, 
1394 K liquidus). Prior to brazing, the inner facing surface of 
each plate was lapped to a flatness of ±0.01 mm. An X-ray 
of the specimen after brazing showed that large braze fillets 
formed in 4 of the 12 channels, which partially occluded the 
flow passages. For the channel with maximum blockage, the 
reduced width of the channel was about 30 percent of the 
unblocked width, and the blockage extended over 20 percent 
of the channel length. 

Channel Specimen 
(end view) 

(12) 

NOTE: 
All dimensions in mm. 

Fig. 4 Channel specimen 

Heat Perspective View of 
i Pinfin Specimen 

^— 1.02mmdla. 
(at braze) 

Fig. 5 18 deg pin-fin specimen 

18 deg Pin-Fin Specimen. The pin-fin specimen was con
structed at NASA Langley Research Center and is shown in 
Fig. 5. The specimen consisted of an upper plate with integral 
pins, and a lower plate to which the pins of the upper plate 
were brazed. Both plates were made of commercially pure 
nickel. The total thickness of the upper plate was 0.89 mm, 
with 0.51-mm-high pins and 0.38 mm plate thickness above 
the pins. The lower plate was 1.27 mm thick. The pins were 
formed in the upper plate in a photochemical etching process. 
The pin diameter varied from 2.03 mm at its base to 1.02 mm 
at the point of braze to the bottom plate; the ratio of pin height 
to diameter varied from 1/4 to 1/2. The centers of the pins 
were located at the corners of equilateral triangles. The sep
aration from pin center to pin center was 2.03 mm. The angle 
of a line drawn through the pin centers, with respect to the 
flow direction, was 18 deg. (Refer to Fig. 5: The angle for 
maximum channeling of the flow would be 0 deg; the angle 
for maximum stagger would be 30 deg.) 

The top and bottom plates were brazed together in a vacuum 
oven using a 0.025-mm-thick braze alloy foil of 50 percent 
gold, 25 percent palladium, and 25 percent nickel (AMS-4784, 
1394 K liquidus). Prior to brazing, the inner facing surface of 
both plates was lapped to a flatness of ±0.01 mm. After 
brazing, the specimen was pressurized by NASA Langley to 
10.3 MPa (1500 psi). This caused the top plate to deflect from 
the bottom plate at six spots where the pins had not brazed 
to the lower plate. The locations of the unbounded spots were 
as shown in Fig. 5. The normal area occupied by the disbonds 
was less than 1 percent of the total normal area of the specimen. 
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All Specimens. After the specimens were built, they were 
installed in slots in the inlet and outlet manifolds. The tube 
specimen was welded to the manifolds. The channel and pin-
fin specimens were brazed to the manifolds using a braze alloy 
of 82 percent gold and 18 percent nickel (AMS-4787, 1223 K 
liquidus). For the channel and pin-fin specimens, the pressure 
tap tubes (1.5 mm o.d., 1.0 mm i.d.,) were brazed to the 
specimen during this braze cycle. We pressurized the manifold 
and specimen assemblies to a pressure about 3.5 MPa (500 psi) 
above the maximum test pressure prior to installing them into 
the flow apparatus, and there were no leaks. We painted the 
top side of the specimens a very-high-temperature, flat black 
paint over the 15.2 cm length to establish a uniform and highly 
absorptive surface over the heated area. The manufacturer of 
the paint listed the total, normal emissivity as 0.85±0.05. 

The geometry of the three specimens is summarized in Table 
1. The hydraulic diameter and flow area were based on the 
open volume in the specimen, which is the method used by 
VanFossen (1982) for analyzing his pin-fin data. The definition 
for Dh reduces to Dh = 4A//PW when the open volume does 
not change with length, which is the case for the tube and 
channel specimens. The hydraulic diameters are all on the order 
of 1mm. The tube specimen has the smallest flow are, so for 
similar pressure, density, and gas flow it had the highest ve
locities. Because the Reynolds number scales as Dh/Af, the 
pin-fin specimen will have the lowest Reynolds numbers for 
the same gas flow. The wall area is much greater for the pin-
fin specimen; if the Nusselt numbers are about the same for 
all specimens, the pin-fin specimen should have the smallest 
wall-to-fluid temperature difference for a given heat flux and 
gas flow. 

Measurements and Instrumentation. We determined the 
distribution of normal heat flux on the specimen by calibrating 
the furnace prior to installing the specimen. Absolute heat 
flow on the specimen was determined by using the distribution 
function obtained from the calibration in conjunction with the 
heat gain of the helium flowing through the specimen. Because 
up to 75 percent of the calculated radiant energy, generated 
by the lamps in the heater, was absorbed by the water and air 
cooling the lamp and furnace walls, we did not perform an 
energy balance between the radiation heat flow from the fur
nace and the heat gain of the helium. 

To calibrate the furnace, a heat flux gage, which measured 
normal heat flux, was soldered to a water-cooled copper plate. 
We painted the heat flux gage and copper plate with the same 
paint applied to the three specimens. We placed the plate in 
the target area of the furnace, prior to installing the specimen. 
The heat flux gage was traversed across the target area of the 
furnace, measuring the heat flux as a function of position. The 
furnace was calibrated both with the refractory, insulating 
walls and with the reflective, cooled walls. The heat flux was 
constant in the direction perpendicular to flow, v, for both 
sets of walls. In the direction parallel to the flow, x, the heat 
flux varied by no more that ± 15 percent for the refractory 
walls; for the reflective walls, the heat flux varied by no more 
than ±7 percent, except within 6 percent of the end walls. We 
rechecked the calibration periodically, and there was no change 
in calibration. The uncertainty of the measurement was ±4 
percent. 

The temperature of the gas in the inlet and outlet manifolds 
was measured with platinum resistance thermometers (PRTs), 
4.8 mm diameter, inserted at locations A and B of Fig. 2. The 
uncertainty in the measurement was ±0.5 K. We measured 
the upstream gas pressure (location 0 for the channel and pin-
fin specimens, location A in the tube specimen) with a variable-
reluctance pressure transducer. The uncertainty was ±0.25 
percent. Difference in pressure between the upstream and 
downstream (locations 0 and 1 in the channel and pin-fin 
specimens, locations A and B in the tube specimen) was meas-

Table 1 Summary of geometry for specimens 

Parameter 

L (cm) 

w (cm) 

H (mm) 

Dh (mm) 

A, (cm2) 

A. (cm1) 

A„ (cm2) 

A./ A, 

Dj/A, (cm'1) 

Tube 

15.24 

7.82 

4.19 

1.016 

• 0.162 . 

97.3 

119.2 

0.816 

0.627 

Specimen 

Channel 

15.24 

7.86 

5.05 

0.950 

0.213 

136.6 

119.8 

1.140 

0.446 

18° Pin-fin 

15.24 

7.85 

2.16 

0.715 

0.253 

215.8 

119.6 

1.804 

0.283 

ured with a differential pressure transducer, also a variable-
reluctance type. The uncertainty in the pressure measurement 
was ±0.5 percent of the reading or ±0.1 percent of full scale, 
whichever was greater. 

We measured temperatures of the unheated (insulated) sides 
of the specimens with thermocouples made from type-N wire, 
which had a wire diameter of 0.25 mm. We spotwelded at least 
29 thermocouples to the surface. The uncertainty in the meas
ured temperature was the greater of: (a) ± 1.1 K, or (b) ±0.4 
percent of the difference between the measured temperature 
and a reference temperature ( = 300 K). Temperatures meas
ured with the insulated-side thermocouples were used to de
termine the heat transfer coefficient, as the installation 
technique did not disturb the specimen temperatures and con
duction errors were insignificant. 

Description of Experiments and Analysis Techniques 
Experiments Conducted. A summary of the conditions for 

the experiments conducted on the tube, channel, and 18 deg 
pin-fin specimens is shown in Table 2. Complete tables for the 
measured and calculated parameters at each data point for 
each experiment are found in Olson and Glover (1990) (tube 
specimen), Olson (1990) (channel specimen), and Olson (1991) 
(pin-fin specimen). The tube and pin-fin specimens were tested 
at system pressures of 3.5 MPa (500 psi), while the channel 
specimen was tested at pressures of 3.5 MPa and 7.1 MPa. 
We determined the friction factor from the experiments with 
zero heat flux. Reynolds numbers were lower for the pin-fin 
specimen because the hydraulic diameter was less, and because 
the maximum helium flow rate was less (due to the higher 
pressure drop). We allowed the specimens and manifolds to 
reach thermal steady state before taking data. Gas inlet tem
perature and pressure, furnace heating, and helium flow rate 
remained sufficiently steady while taking data to ignore ther
mal transients in the data analysis. Duplicate heat transfer 
measurements on the pin-fin specimen two months apart 
showed no shift in the data, indicating negligible change in the 
emissivity of the surface. 

Data Analysis. For the experiments conducted, we ana
lyzed the measured data to determine the Nusselt number, Nu, 
from the tests with heating, and the isothermal friction factor, 
/ , from the tests without heating. A modified Nusselt number, 
Nu,„, was calculated to include the effects of variations in 
thermophysical properties between the wall and the fluid. For 
the pin-fin specimen, we calculated a wall Nusselt number, 
Nuw, in which we extrapolated the temperature of the insulated 
side to the temperature of the wall-fluid interface. Nu, Num, 
and Nu„, were calculated at each location of an insulated-side 
thermocouple and were correlated with the Reynolds number, 
Re. 

Friction Factor. The isothermal friction factor, / , is de-
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Table 2 Summary of experimental conditions for specimens 

Parameter 

Inlet Pressure (kPa) 

Normal Heat Flux 
(W/cm2) 

Helium Flow Rate 
(kg/h) 

Reynolds Number 

Prandtl Number 

Range in Helium 
Temperatures (K) 

Maximum Specimen 
Temperature (K) 

Uncertainty in Flow 
Distribution (%) 

Uncertainty in Re (%) 

Uncertainty in f (%} 

| Uncertainty in Nu (%) 

Tube 

3500 

0 - 5 4 

2.6 - 40 

2200-36 000 

0.66 - 0.67 

277 - 647 

743 

5 

11.6 

14- 16 
for Re > 3000 

6.6- 13.8 

Specimen 

Channel 

3450, 7100 

0 - 7 7 

2.4 - 40 

1400 - 28 000 

0.66 - 0.67 

291 - 710 

784 

5 

11.3 

17- 18 
for Re > 4000 

7.6 - 13.8 

18° Pin-fin 

3500 

0 - 7 4 

1.1 - 3 1 

450 - 12 000 

0.66 - 0.67 

284 - 742 

761 

2 

10.7 

2 2 - 2 3 
for Re > 500 

13.6-43.8 

rived from integrating the one-dimensional momentum equa
tion in the flow direction: 

P0-Pi = G2l +2-
Pi Po. 

2 ^ ( 
Dh\ 

1 
oP 

dx (1) 

In the tube specimen, the pressure was measured at points A 
and B in the inlet manifold, and the pressure was estimated 
for points 0 and 1 by subtracting inlet and outlet losses. 

When the specimen is not heated, Re is constant from the 
inlet to the outlet, so / is constant and can be removed from 
the integral. For the tube and channel specimens, the change 
in density was small compared to the absolute density and the 
integral could be approximated as a constant. The resulting 
expressing for / is 

( P o - P i ) - G 2 

/ = -

1__J_ 
Pi Po, 

(2) 
2G1— 

A (PO + PI) 

For the pin-fin specimen, even with no heating, at high helium 
flow rate the pressure drop could be 40 percent of the inlet 
pressure. By assuming a linear pressure drop and density drop 
through the specimen, we can evaluate the integral, and the 
resulting expression for / i s 

(Po-P^-G2 

f-
Pi 

In' 
2G2-

Po 
L 

Pi 

(3) 

Dh ( P o - P i ) 

To compare the pressure drop between the various specimens 
in a way that removes differences in absolute density, mac
roscopic length and width, and the internal flow geometry, we 
calculate a "normalized" pressure drop, AP„, which is 

AP„ = PozPi 

m 

PO ^ref 

Po.ref L 
(4) 

The measured pressure drop is divided by the square of the 
mass flux because to first order the pressure drop varies with 
the square of the mass flux. The (arbitrary) reference density 
is the density at P0 = 3.5 MPa and T0 = 293.16 K; the reference 

length is 15.24 cm, and L is the length between the locations 
Oand 1. 

Heat Transfer. The heat transfer coefficient, h is defined 
through the equation 

qw = h-(Tw-Taw), (5) 

where qw is the local heat flux (heat flow per unit area) into 
the cooling fluid based on total wetted-wall area of the spec
imen; T„ is the specimen temperature of the insulated wall; 
and Taw is the adiabatic wall temperature of the cooling fluid. 
The adiabatic wall temperature was used since adiabatic heat
ing was as much as 2 K at the high flow rates and heating 
rates. The local heat flux was obtained by using the calibration 
of the furnace in conjunction with the measured enthalpy rise 
of the helium in the specimen. We express qw in terms of the 
total heat transfer to the specimen QT, the furnace calibration 
function fq and the wall area of the specimen: 

fin s\\v 
(6) 

The calibration function fq is on the order of 1, and if the heat 
flux were constant then / 9 would be 1 everywhere. Measured 
wall temperature indicate that heat conduction was negligible 
both perpendicular to the flow direction (y), and in the flow 
direction (x), except near the end manifolds. 

Combining Eqs. (5) and (6), and substituting for Taw, the 
equation for the heat transfer coefficient, h, is 

Ql f 
A '•'q 

h= - ^ r . C7) 

2c, 
Tw-[Tf+ 

where 7} is the local bulk fluid temperature and r is the recovery 
factor. 

The total heat absorbed by the specimen, QT, was calculated 
from the first law of thermodynamics using the enthalpy, h, 
of the gas at the inlet and outlet manifolds, and the helium 
flow rate: 

QT=m-{hB-hA). (8) 

The enthalpy was evaluated from the functions given by 
McCarty (1973), using the measured temperatures in the inlet 
and outlet manifolds and the gas pressure drop: 

h = h(Tf,P). ( 9) 

For the channel and pin-fin specimens, the pressure at A and 
B was estimated by assuming a linear pressure along the spec
imen and extrapolating the pressure from 0 and 1. .This as
sumption introduces less than 0.1 percent error in QT- The 
total uncertainty in Q r was less than ± 3 percent. 

For the tube specimen in the refractory furnace, the meas
ured heat flow was adjusted to account for heat conducted 
from the furnace to the manifolds. This heat leak was insig
nificant for the reflective furnace, so adjustment was not nec
essary for the channel and pin-fin specimens. Kinetic energy 
changes from A to B were insignificant compared to the un
certainties in the enthalpy produced by uncertainties in the 
measured gas temperatures. 

The fluid temperature, Tfx, was calculated by integrating the 
flow energy equation from the inlet manifold up to x, now 
including kinetic energy: 

T/X=TA + QTQ, 'px 
i(^> 

mwwc„ 
Qn, 

2c„ 
(10) 

Qpx is the fraction of the total heat flow added from 0 to 
position x, which is calculated by integrating the furnace cal
ibration function/,, 0 to x. QmM is the heat leak through the 
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furnace to the inlet manifold. For the channel and pin-fin 
specimens in the reflective furnace, this term was negligible. 
The pressure term was included for the slight deviation from 
the ideal gas state. Over the range of temperatures and pres
sures tested the specific heat changes by less than 0.1 percent. 
The velocity at x, Vx, is given by 

Vr = -
AfPx 

(11) 

The density at x, px, is given by the equation of state (McCarty, 
1973) as 

Px=Px(Tfx, Px) . (12) 

To evaluate the pressure term in Eq. (10) and the density in 
Eq. (12), we assumed the pressure varied linearly between 
locations 0 and 1. This assumption introduced a maximum 
error in 7/ of less than 0.15 K for the pin-fin specimen, and 
less for the tube and channel specimens. The equations for 
temperature, velocity, and density were solved through iter
ation. 

The gas flow, mw, can vary in the y direction, which we did 
not measure directly. If this variation is not accounted for, it 
translates into an error in the fluid temperature, which prop
agates as errors in h and Nu. An approximate method for 
estimating how mw varies in the y direction is described by 
Olson (1990). This method uses the measured wall temperatures 
across the specimen at constant x. Since the incident heat flux 
does not vary in the y direction, the product of the local gas 
flow and the temperature difference between the fluid at the 
inlet and x does not vary with y (variations in the kinetic energy 
term and the pressure term of Eq. (10) in the y direction are 
negligible compared to uncertainties in the wall temperature). 
We also assume that the product of the local mass flow rate 
and the local wall-to-fluid temperature difference is constant; 
this is equivalent to requiring that the exponent on the Nu-
versus-Re correlation is 1.0, which introduces less than a 1 
percent error on the calculated Nu. We then require that the 
gas flow integrated across the specimen width equals the meas
ured total gas flow. For the channel and tube specimens the 
calculation was performed at x/L = 0.5. For the pin-fin spec
imen, the variation in T„ with y at constant x was of the same 
order as the uncertainty in wall temperature, indicating the 
flow was constant with y within experimental uncertainty. The 
adjusted flow was used in calculating / and h. 

After determining 7} and V at location x, the heat transfer 
coefficient was calculated using Eq. (7). We evaluated trans
port properties at 7}- using the functions given in McCarty 
(1972). The Nusselt number was calculated from the heat trans
fer coefficient of Eq. (7), based on the actual finite T„— Ta„. 
In correlating heat transfer results with high wall-to-fluid tem
perature differences, we accounted for differences in viscosity 
and thermal conductivity between the wall and the fluid. We 
used the temperature ratio method of Rohsenow and Hartnett 
(1973): 

/ X0.55 

Num = N u . M J • (13) 

We defined the heat transfer coefficient, h, in terms of the 
insulated wall temperature, which was the temperature we 
measured. However, h is commonly defined in terms of a solid-
fluid interface temperature. Because the specimens were heated 
from one side only, solid temperatures will vary between the 
heated side, the insulated side, and the solid-fluid interface. 
For the tube and channel specimens, a finite element analysis 
with approximate heat transfer coefficients indicated that the 
fluid convection compared to the solid conduction was low 
enough that the temperature variations in the solid were small 
compared to the temperature difference between the wall and 
the fluid; that is, the "fin" efficiency was 1. In the pin-fin 

specimen, the convection heat transfer was higher, and tem
perature variations in the solid were not insignificant (the fin 
efficiency was less than 1). 

To calculate a heat transfer coefficient that accounted for 
temperature variations in the pin, we analyzed the heat con
duction in the pin using the finite element method. The bound
ary conditions to the analysis were the anticipated values of 
the wall heat transfer coefficient, hw, anticipated normal heat 
fluxes, and the adiabatic wall temperature. Because there are 
no detailed measurements of the local h„, we assumed hw was 
uniform around a pin and on top and bottom plates. From 
the heat conduction analysis, we calculated a pin efficiency, 
r/, defined by 

Or 

r/ = 
hw'(Tw- Taw) 

(14) 

The temperature of the insulated wall, Tw, was calculated in 
the analysis. The analysis was repeated for the range of hw 

expected experimentally. i\ was then correlated as a function 
of the Biot number, where Bi = hwDh/kni. h„ was calculated 
for the experimental data by using Eq. (14) with the measured 
values of QT/A„, T„, Taw, and the function rj versus Bi. hw 

was normalized as a wall Nusselt number: 

Nuw = (15) 

To compare heat transfer between specimens in a way that 
directly indicates the magnitude of T„- Tjfor a given normal 
heat flux and gas flow, we define a "normalized" heat transfer 
coefficient as 

K 

Or 
An (16) 

T„-Tf 

This parameter ignores the details of the internal geometry of 
the specimens. 

Uncertainty Analysis. Uncertainties for the calculated 
quantities were obtained by Taylor series error propagation as 
described by ASME (1986). This technique generally produces 
the same level of confidence in a calculated result as the level 
of confidence in the measurements that contribute to the result 
(Kline and McClintock, 1953). A summary of the uncertainties 
for the flow distribution, Nu, Re, and / is listed in Table 2. 
The uncertainty in flow distribution was based on the wall 
temperatures measured along a line perpendicular to the flow 
direction. The largest contributor to the uncertainty in Nu was 
the uncertainty in flow distribution, and the uncertainty in Nu 
was greatest near the exit of the specimen. Even though we 
estimate that the uncertainty in the flow distribution was small
est for the pin-fin specimen, because the wall-to-fluid tem
perature difference was at least 5 times smaller for the pin-fin 
specimen, the uncertainty in Nu was much higher. 

Results of Experiments 

Friction Factor and Pressure Drop. The variation of the 
isothermal friction factor with Reynolds number is shown for 
the three specimens in Fig. 6. The isothermal friction of the 
pin-fin specimen is much higher than either the channel or 
tube specimens. Shown also is the von Karman-Nikuradse 
correlation (Rohsenow and Hartnett, 1973) for flow in a smooth 
tube. The correlations for the three specimens, the Reynolds 
number range, and the standard deviations, a, between the 
data and the correlation are 

Tube (Re>5000):/=0.07532»Re" (j = 2.78 percent, 
(17) 
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Channel (Re>5000): /=0.05058.Re-°-2397 a= 1.26 percent, 
(18) 

18 deg pin fin (Re > 2500): 

/ = 0.8561-Re"02160 <T = 0.92 percent, (19) 

The tube and channel specimen data lie 18 to 20 percent and 
27 to 30 percent, respectively, below the smooth tube corre
lation. Although the uncertainties in / are nearly as high as 
the deviation from the smooth tube correlation, we believe the 
cause of the difference between our measurements and the 
accepted values is that the specimens are too "short" to make 
an accurate measurement of friction factor. For both speci
mens, 4/L/DA = 3, and the dynamic head, pV2/2, is about 30 
percent of the total pressure drop. The pressure taps were 
located near regions of rapid flow area changes, making an 
accurate static pressure measurement difficult. Losses of 1 or 
more times the dynamic head would account for the discrep
ancy between our data and the smooth tube correlation. 

For the pin-fin specimen, the uncertainty in our measured 
values of / is believed to be 22-23 percent for Re > 450. The 
largest source of uncertainty for / was the uncertainty in the 
height of the pins, which we estimated as 0.025 mm. This could 
not be confirmed without sectioning the specimen, which would 
render it unusable for future tests. If the uncertainty in height 
of the pins were half as much, or 0.013 mm, then the uncer
tainty in/would be 12-13 percent. Because the dynamic head 
was 1 percent or less of the total pressure drop, it is not likely 
that installation errors were significant for the pin-fin. 

Metzger et al. (1982) measured friction factors of staggered 
pin fins with constant diameter, which had length-to-diameter 
ratios of 1, using air. They correlated the data in the same 
format as for long cylinders, where the hydraulic diameter is 
the pin diameter, the characteristic velocity is the maximum 
velocity in the channel (which occurs at the minimum area), 
and the pressure drop scales with the number of rows of pins 
the flow passes between the pressure taps. Or, 

(P0-Pl)-G
i[- - -

\ |0l P0 
/M—~ 

Metzger et al. found, for 103<Re< 104, 

/M=0.317.Re-°132. (21) 

2PVUN 
(20) 

We can compare our measurements of friction factor to their 
results, making some assumptions about minimum flow area 
and number of rows. If the angle of the pins to the flow for 
our specimen were 30 deg instead of 18 deg, then there would 
be 87 rows in the flow direction. If we use as the minimum 
flow area the open area along a row of pins, at Re = 8000, we 
calculate a pressure drop that is 23 percent lower using the 
Metzger correlation than what we measure. This agreement is 
probably reasonable because both N and Vmax are approxi
mations, due to the differences in geometry between our spec
imen and that of Metzger et al. Metzger et al. indicate that 
the exponent of the Re term changes to -0.318 for 
104< Re< 105, which makes our exponent approximately mid
way between what they report. 

Figure 7 shows the measured, normalized pressure drop, 
AP„, for all heating levels in our pin-fin specimens, along with 
the tube and channel specimens at conditions of no heating 
and high heating. AP„ was plotted against the flow rate per 
unit width; in the NASP application, the mass flow will be the 
same regardless of the heat exchanger chosen due to constraints 
on the gas outlet temperature. The pressure drop in the 18 deg 
pin-fin specimen was much greater than in either the tube or 
channel specimens. For example, interpolating from the meas
ured data to m/w = 0.1kg/(s'm), at the reference density, ref
erence length, and no heating, the pressure drop for the various 
specimens would be: pin-fin specimen, 1000 kPa (145 psi); 
tube specimen, 62 kPa; and channel specimen, 45 kPa. 

The pressure drop for all specimens increased as the heat 
flux increased. As the heat flux increased, the gas temperature 
increased and the density decreased. This produced higher 
velocities and the higher pressure drop. The friction factor 
does not, however, appear to depend on the heating rate. Using 
the correlation of/versus Re developed for the tests without 
heating, we integrated Eq. (1) along the specimen for the tests 
with heating, and evaluated p, Re, and/at each location where 
Tw was measured. The predicted pressure drop agreed to within 
experimental uncertainty of the measured pressure drop. 
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Heat Transfer. When the specimens were heated, the gas 
temperature increased almost linearly from the inlet to the 
outlet. The maximum outlet temperature was 2.6 times the 
inlet temperature. Higher flow rate for the same heating rate 
reduced this temperature increase. The density decreased and 
the velocity increased along the specimen due to the temper
ature rise and pressure drop. Gas thermal conductivity and 
viscosity increased from the inlet to the outlet due to the tem
perature increase. Re and Nu decreased from the inlet to the 
outlet. The maximum Mach number was 0.14, which occurred 
in the tube specimen at the highest heat flux and flow rate. 

The relative performance of the three specimens can be seen 
in Fig. 8, which shows the measure wall-to-fluid temperature 
difference (Tw—Tf) as a function of gas flow rate per unit 
width; a single heat flux setting is shown for each specimen. 
Tw - Tf is smallest for the pin-fin specimen, showing that it 
has better heat transfer performance than the tube or channel 
specimens. Because Tw— Tf is linear with heat flux, if the tube 
specimen had been tested around a heat flux of 63 W/cm2, 
T„—Tf would be 30 percent higher than it is for the channel 
specimen. Uncertainties in Nu are much higher for the pin-fin 
specimen than for the tube or channel specimen because the 
temperature differences are so small. For example, at m/w 
= 0.1 kg/(s-m), T„-Tf=\5 K. Uncertainties in T„ and Tw 
can easily be 1 K and 4 K, respectively. 

In Fig. 9 we have plotted the normalized heat transfer coef
ficient, h„, as a function of the gas flow per unit width, 
m/w. This figure contains data for all the heat fluxes tested. 
For the pin-fin specimen, h„ is 5 to 6 times higher than it is 
for the tube or channel specimens, for a given m/w, reflecting 
a Ty, - Tj that is 5 to 6 times lower for the pin-fin specimen 
when compared to the tube or channel specimen. The scatter 
in h„ for the pin-fin specimen represents Re effects that are 
ignored in the definition of h„. h„ was slightly higher for the 
channel specimen because the channel specimen had more wall 
surface area. 

Results of experiments with heat transfer on the tube and 
channel specimens are shown in Fig. 10, where we plot both 
the measured Num and the correlations of the data against Re. 
Also plotted are several correlations from the literature for 
turbulent flow in single tubes in which the heat transfer coef
ficient is based on the wall-fluid interface temperature. Tem-
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Fig. 10 Modified Nusselt number (Num) as a function of Reynolds num
ber (Re) for tube and channel specimens 

peratures of the wall measured transverse to the flow direction 
indicated that the velocities were highest in the center channels 
or tubes. Heat conduction from the specimen to the inlet and 
outlet manifold was found to be significant from x/L = 0 to 
0.2, and from x/L = 0.8 to 1.0. The data plotted and used in 
the correlation are at y/w = 0 and 0.2<x/L<0.8. The tube 
and channel correlations, along with the standard deviations 
between the data and correlation, are 

Tube (Re> 10,000): 
Num = 0.0442.Re0731.Pr0'6 a= 1.8 percent, (22) 

Channel (Re> 10,000): 
Num = 0.0298.Re°'768.Pr0-6 a=2.6 percent. (23) 

In terms of Nu, the correlations are 
Tube (Re> 10,000): Nu = 0.0442.Re0-731.Pr0-6(r„/7}r°-55

) 

(24) 
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Channel (Re> 10,000): 

Nu = 0.0298 «Reu''"" .Pru'° (TJTf) 
-0.55 (25) 

The correlations from the literature for single tubes are: 

Dittus-Boelter: Nu = 0.023 •Re°-8.Pr°-4, 
(in Rohsenow and Choi, 1961) 
Rohsenow and Hartnett (1973): 

Nu = 0.022.Re°'8-Pr0-6, 
Kays and Leung (1962): Nu = 0.0422.Re°-74.Pr°-56. 

(26) 

(27) 

(28) 

Equation (28) is a curve-fit of the theoretical analysis of Kays 
and Leung over the range 0.5<Pr<0.7 and 104<Re<3 x 104. 
The boundary conditions of Eqs. (27) and (28) are constant 
heat flux along the direction of flow. Rohsenow and Hartnett 
(1973) indicate that the Dittus-Boelter correlation overpredicts 
Nu for 0.5<Pr< 1.0, which can be seen in Fig. 10. 

We have assumed a 0.6 power variation on Pr, and the 
leading coefficient and exponent on Re were calculated from 
a least-squares fit. The uncertainty on Num was 6.6 to 13.8 
percent for the tube specimen, and 7.6 to 13.8 percent for the 
channel specimen. For both sets of data, the temperature ratio 
varied from 1.06 to 1.41, making Num 3 to 21 percent higher 
than Nu. To within experimental uncertainty, the tube and 
channel specimen correlations and data agree with one another 
and with the correlations for single tubes. This indicates that 
the temperature of the wall on the insulated surface is repre
sentative of the wall-fluid interface temperature (fin efficiency 
of 1), that the effects of variable thermophysical properties 
are accounted for adequately in this method of correlation, 
and that flow acceleration (produced by the high heat flux) 
does not measurably affect the heat transfer. 

Heat transfer for the pin-fin specimen is shown in Fig. 11. 
Plotted are the data and correlation for Num, along with the 
correlations of the tube and channel specimens. For the pin-
fin specimen, the region where conduction to the end manifolds 
was insignificant was 0.07<x/X<0.93. As is the convention 
for the pin-fin literature, we include the Prandtl number effect 
in the leading coefficient of the correlation: 

t7=3.7 percent, 
(29) 

55 (30) 

Pin-fin (Re>5000): Num = 0.0198-Re0-

Nu = 0.0198.Re0928. ( r w /7»-

The uncertainty in our experimental data was 13.6 to 43.8 
percent, with the highest uncertainty occurring near the spec
imen outlet for low heat flux and high helium flow (conditions 
of the smallest T„—Tf). 

Heat transfer for the pin fin was much higher than heat 
transfer in the tube or channel specimens. The improvement 
in Num beyond the tube or channel specimen correlations rep
resents the enhancement due to the pins breaking up the flow 
path and increasing the turbulence. 

When we extrapolated our data using Eq. (14) to calculate 
h„, which includes the effect of fin efficiency, we got the results 
shown in Fig. 12. Plotted for comparison is the correlation of 
VanFossen (1982) from data on staggered circular pins with 
length-to-diameter ratios of 1/2 and 2; his data also include 
the effect of fin efficiency. The correlation for Nu„, is: 

Nu„ = 0.0357.Re0'837 <r = 4.0 percent, (31) 
VanFossen (1982): Nuw = 0.153.Re0685. (32) 

The correlation of our data agrees with that of VanFossen to 
within 15 percent at low Re and to within 3 percent at high 
Re, which is within the estimated uncertainty of our data. The 
good agreement suggests that at least to first order the tapered 
pin fins of our study are dynamically similar to straight pin 
fins of approximately the same length-to-diameter ratio. 

For the NASP application, the amount of coolant available 
is limited, so a "good" heat exchanger is one with high heat 
transfer for a given flow rate. In other applications we might 
want to minimize pumping power. A comparison of the relative 
performance of the three specimens for constant pumping 
power is shown in Fig. 13. We have plotted Nuw against /-Re3; 
pumping power is proportional to/.Re3 if flow acceleration 
is small compared to frictional losses and the gas temperature 
rise is small. This comparison also requires that the flow area 
be the same, and the heat transfer area be the same, for the 
specimens; hence we are considering hypothetical designs that 
are slightly different than these. The correlations from our 
data are used to calculate / and Nuw for the pin fin; Num is 
used for Nuw for the tube and channel since the efficiency is 
1. The Karman-Nikuradse correlation is used for / for the 
tube and channel since/for our data was systematically low. 
Figure 13 shows that the pin-fin specimen also is the best 
surface for high heat transfer at constant pumping power. 
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Summary and Conclusions 
We have measured the pressure drop and heat transfer in 

three compact heat exchangers, all of which have the same 
length and width, and which are radiatively heated on one side. 
The pin-fin specimen has a novel internal geometry that has 
never before been tested. For constant mass flow rate, this 
geometry transfers heat 5 to 6 times better than the tube spec
imen or the channel specimen geometries (which, however, 
were not optimized for heat transfer). The reasons for the 
improvement are the increased heat transfer area per unit sur
face area, and the higher levels of turbulence in the pin-fin 
passages. The pin-fin specimen also has a much higher pressure 
drop than either the tube or channel specimens, both when the 
specimens are heated and when they are isothermal. 

The measured Nusselt numbers for the tube and channel 
specimen agree within experimental uncertainty with each other 
and to literature correlations for turbulent flow in a single 
tube. We accounted for variations in thermophysical properties 
between the wall and fluid due to the temperature difference 
between the wall and fluid. The heat transfer coefficient, h, 
was defined using the temperature of the insulated wall, since 
that temperature was the easiest and most accurate to measure. 
This did not introduce significant error between our data and 
past correlations in which h was based on the wall-fluid in
terface temperature. 

For the pin-fin specimen, we report the heat transfer as a 
modified Nusselt number, which should be used for design 

purposes to predict the temperature on the insulated side of 
the specimen. We also report the heat transfer as a wall Nusselt 
number, which includes the fin efficiency and which we com
pared to the performance of past work on pin-fin configu
rations. Our measured wall Nusselt number agrees with the 
correlation of VanFossen to within experimental uncertainty 
for Re> 5000. For conditions of constant pumping power, the 
pin-fin design transfers heat better than the tube or channel 
geometry. 
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Numerical Simulation of the Fluid 
Flow and Heat Transfer Processes 
During Scavenging in a Two-
Stroke Engine Under Steady-State 
Conditions 
A numerical simulation of the scavenging process in a two-stroke flat-piston model 
engine has been developed. Air enters the cylinder circumferentially, inducing a 
three-dimensional turbulent swirling flow. The problem was modeled as a steady-
state axisymmetric flow through a cylinder with uniform wall temperature. The 
steady-state regime was simulated by assuming the piston head fixed at the bottom 
dead center. The calculation was performed employing the K-e model of turbulence. 
A comparison of the results obtained for the flow field with available experimental 
data showed very good agreement, and a comparison with an available numerical 
solution revealed superior results. The effects of the Reynolds number, inlet port 
angles, and engine geometry on the flow and in-cylinder heat transfer characteristics 
were investigated. The Nusselt number substantially increases with larger Reynolds 
numbers and a smaller bore-to-stroke ratio. It is shown that the positioning of the 
exhaust valve(s) is the main parameter to control the scavenging process. 

Introduction 
Scavenging is a critical area in the development of two-stroke 

diesel engines. In a very short period of time the air stream, 
coming from intake ports near the bottom dead center, must 
displace all the remaining products of combustion from the 
cylinder. Premature opening of the exhaust valves helps di
minish the mass of combustion gases left in the cylinder, even 
though the bulk of the process is actually left to the air charge. 
In reality the scavenging process is, as illustrated by Meintjes 
(1987), an air/combustion product mixing process where the 
objective is to reduce the exhaust residual concentration. 

The process requires a minimum of losses and is, of course, 
greatly affected by flow conditions. Swirl and recirculation 
flows can either improve or impart scavenging, depending on 
their intensity and location inside the cylinder. 

Concerning in-cylinder flow conditions, a number of studies 
can be found in the literature. One could mention recent re
views, by Heywood (1987), Arcoumanis and Whitelaw (1987), 
Kamimoto and Kobayashi (1988), as well as conferences and 
symposia entirely devoted to the subject (Morel et al., 1987; 
Uzkan and Bailey, 1988; Uzkan, 1989). 

Recent research involves the development of multidimen
sional computer codes to model the flow conditions inside 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
31, 1990; revision received July 22, 1991. Keywords: Forced Convection, Tur
bulence. 

reciprocating machinery. One early example is the CONCHAS 
(Butler et al., 1979) and the CONCHAS-SPRAY (Cloutman 
et al., 1982) computer codes, from Los Alamos National Lab
oratory, USA. Having the application to internal combustion 
engines specifically in mind, both codes were developed to 
generate numerical solutions to multicomponent reactive fluid 
flow problems in two space dimensions. CONCHAS-SPRAY 
is a descendant of CONCHAS, presenting new features such 
as the capability of modeling fuel spray and improved nu
merical algorithms. 

Diwakar (1984, 1985) utilized the CONCHAS-SPRAY code 
to analyze the turbulent flow field inside some typical internal 
combustion engine chambers under motoring conditions. The 
study showed that the scavenging efficiency could be improved 
with minor alterations to the intake port swirl angle. The same 
model was utilized by Kuo and Duggal (1984) to assess the 
effect of engine design parameters, such as piston bowl shape, 
on air motion inside the cylinder. Two-dimensional models, 
in spite of the many assumptions that have to be made re
garding the geometry of the engine, in order to make it axi
symmetric, have been used extensively by several authors. These 
include Gosman et al. (1980), Zhang (1985), Chiu et al. (1986, 
1987), and Chiu and Wu (1990). 

Other examples of multidimensional models are provided 
by Kondoh et al. (1985), Ikegami et al. (1986), Inoge and 
Kobayashi (1987), Carapanayotis and Salcudean (1988), and 
Uzkan (1988). 

Undoubtedly, a major progress in the prediction of in-cyl-
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inder gas flow was achieved with the use of three-dimensional 
models. Reports on such models are provided in the literature 
by Gosman et al. (1984) and Diwakar (1987). Both codes made 
use of the k-e turbulence model and the latter specifically aimed 
at the study of the gas exchange process in a uniflow-scavenged 
two-stroke engine. One important conclusion from Diwakar 
(1987) was that two-dimensional models, although providing 
less realistic results than three-dimensional codes, could still 
be useful in predicting trends regarding the influence of intake 
port angle on scavenging. 

Measurements involving steady-state flow in model engines 
have also been carried out by Das (1974), Sung and Patterson 
(1982), Itoh et al. (1985), Vafidis et al. (1987), Doan et al. 
(1988), Basters et al. (1988), Boree et al. (1989), and Sher et 
al. (1988). These works provide a useful data base for vali
dation of the models. 

Another important aspect of flow and heat transfer studies 
for in-cylinder geometry is that they can be readily applied to 
other piston machines, such as the reciprocating compressor 
and the Stirling engine. In particular, there have been studies 
reported by West (1986) and Martini (1986) on the application 
of so-called "isothermalized" Stirling engines, whose main 
feature is that their heat exchangers are removed. It means 
that the energy conversion efficiency of such engines will rely 
entirely upon heat transfer conditions between the working 
gas and the cylinder walls. 

The scavenge process in the two-stroke internal combustion 
engine and the isothermalization of the Stirling engine are two 
examples where the use of a computer code, capable of sim
ulating in detail the flow and heat transfer characteristics for 
different geometries and operating conditions, can become a 
powerful and cost-effective tool in the design and development 
stages of the equipment. 

The purpose of this paper is to present a numerical study 
of turbulent flow and heat transfer during the scavenging proc
ess in a two-stroke engine in which the piston head and cylinder 
walls are maintained at constant temperature. The model adopts 
simplifying assumptions (steady state, air flow only, axisym-
metric geometry), which make it less accurate than the most 
up-to-date codes now available, such as that of Diwakar (1987). 
Results and conclusions were, therefore, limited to those that 
should not be very much affected by the model limitations. 

The idea was to present, with a simple and less costly computer 
code, a first assessment of the effects that some controlling 
parameters (geometry and flow conditions) have on the proc-

Analysis 
A cross section of the two-stroke engine under consideration 

is shown in Fig. 1. During the scavenging process, simultaneous 
inflow and outflow streams.pass through the open ports. Fresh 
air is admitted with an axial and tangential component (given 
by the a and /3 angles), and scavenges the products of com
bustion through the exhaust valve. During the process the 
piston is near the bottom dead center and, although the crank 
angle varies by about 40 deg, the volume of the cylinder can 
be considered as being approximately constant. With this ap
proximation and assuming that only air flows through the 
cylinder, it is possible to study the flow and heat transfer 
characteristics of the process in a steady-state regime. 

Air enters the cylinder circumferentially (Fig. lc), inducing 
a three-dimensional turbulent swirling flow where u, v, and w 
are the velocity components in the x, r, and 6 coordinates, and 
leaves the domain through the exhaust port, which can be one 
of the three types shown in Fig. 1(a). Due to symmetry con
siderations of the cylinder and port assembly, the flow can be 
considered axisymmetric. With respect to the thermal bound
ary conditions, the piston head and the cylinder liner are as
sumed to be at constant temperature, since the variations of 
the gas temperature during the scavenge process are usually 
small when compared with the gas to wall temperature dif
ference. It is further assumed that the flow is incompressible. 

Governing Equations. The numerical calculation of the 
flow field and heat transfer are based on the time-averaged 
Navier-Stokes and energy equations. The K-e model of tur
bulence was selected to represent the turbulence behavior of 
the fluid. Appropriate dimensionless variables for this problem 
can be defined as 

X-

K= 

x 

K 

' m 

R = 

E= 

D' 

eD 

U=-

P= 

v=-

(pv2
my 

w 
W 

'm 

(T- Tin) 
(Tw-Tin) (1) 

Nomenclature 

A = 
C[, C2, C„ = 

Cd = 
D = 
E = 

G 
K 

k 
L 

h 
m 
mi 

Nu 
Nu 

Q, Q 

cross-sectional area 
constants in K-e turbu
lence model 
discharge coefficient 
cylinder diameter 
dimensionless dissipation 
rate of turbulent kinetic 
energy 
production term 
dimensionless turbulent 
kinetic energy 
thermal conductivity 
cylinder height 
inlet aperture 
mass flow rate 
isoentropic mass flow rate 
local Nusselt number 
overall Nusselt number 
modified pressure 
dimensionless modified 
pressure 

local and average rate of 
heat transfer per unit area 

y = 
-"air 

R l . * 2 

Re 
T 

Tin 

Tb 

Tw 
T+ 

'. v, w 

V, W 

vm 

x, r 

X,R 

X, 

= gas constant of the air 
= internal and external 

radius of exhaust 
= Reynolds number 
= temperature 
= inlet temperature 
= exit bulk temperature 
= wall temperature 
= dimensionless temperature 
= axial, radial, and tangen

tial velocity components 
= dimensionless axial, 

radial, and tangential ve
locity components 

= mean velocity through the 
cross section 

= axial and radial coordi
nates 

= dimensionless axial and 
radial coordinates 

= dimensionless inlet port 
size 

y+ 

a 
0 
7 

e 

K 

V-
y-t 

p 
a 

a„ a£, aK 

rw 

0 
* 

fi 

distance to the wall 
dimensionless distance to 
the wall 
axial inlet angle 
inlet swirl angle 
ratio of the heat capaci
ties at constant pressure 
and constant volume 
dissipation rate of turbu
lent kinetic energy 
turbulent kinetic energy 
dynamic viscosity 
turbulent viscosity 
density 
Prandtl number 
constants in K-e turbu
lence model 
wall shear stress 
dimensionless temperature 
dimensionless stream 
function 
constant in "wall 
function" 
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2R2=D 

TYPE1 TYPE 2 TYPE 3 

b) 

c) 

Fig. 1 Cylinder geometry: (a) exhaust port type, (b) cylinder cross sec
tion, (c) Inlet port 

where D is the cylinder diameter and Vm is the mean velocity 
through the cross section of the cylinder given by Vm = in/ 
(pisDL/A) where in is the mass flow rate of air into the cylinder. 
K is the turbulent kinetic energy and e its dissipation rate. T,„ 
and T„ are the inflow air temperature and surface temperature 
(piston head and cylinder walls), respectively, p* is the mod
ified pressure defined as 

P =P + ^P« (2) 

where p is the thermodynamic pressure, and p is the density. 
For steady, incompressible flow in the axisymmetric situa

tion, the flow field inside the cylinder can be determined by 
the simultaneous solution of the following equations expressing 
conservation of mass and momentum and transport of tur
bulent kinetic energy and its dissipation rate. The energy equa
tion can be solved once the flow field is known. 

Conservation of mass 

dU 1 d (RV) n 
+ - - = 0 

dX R dR 
(3) 

Conservation of momentum (axial, radial, and angular di
rections) 

d(UU) 1 d(RVU) _dP 
dX +R dR ~~dX 

1 d_ 

dX 

'titdU 

li dX 

J__9_ 
+ RdR 

R 
frdU 

li dR 

1 

d(UV) 1 d(RVV) 
+ R dR 

d_ 

dX 

'jitdU 

li dX 
1 A 

+ RdR 
R»BV 

ix, dX 
(4) 

dX 

dP J_ 

~dR + Re 
d_ 

dX 
1 _ A IEI^E 

rRe [dX ix dR 
d(UW) 1 d(RVW) 

dX +R dR 

Re (dX 

tx,dV 

li dX 

d 

i A 
h R d R 

R^ — 
ix dR 

1_ 
+ RdR 

' lx,dW 

ix dX 

1 
+ ; 

ix, dV 

H dR 

l_d_ 
+ RdR 

W d 

Re / R dR 

2 ix R1 

ix dR 

ix, W 

W1 

R 
(5) 

ix R 

VW 

R 
(6) 

Conservation of turbulent kinetic energy 

djUK) 1 d(RVK) 
dX +R dR Re 

d_ 
dX 

d 
+ RdR 

jx^dK 

lxaK dX 

R±LdA 
lxaK dR 

+ ^G -E (7) 

Conservation of dissipation rate 

d(UE) 1 d(RVE) 

dX +R dR 

IA 
RdR 

R 

• - P Re {dX 

ix, dE~ 

ixae dR } 

' ix, dE' 

li<Je dX 

+ ̂ [ C l a±GK 
li K 

•c2 K 
(8) 

Conservation of energy 

d(U<j>) 1 d(RV<t>) 1 ( d 

dX +R dR ~Re \dX 

JM_H_ 

ixa, dX 

1 
+ Rd 

d 

R 
TTT R 

N d<j> 

ixa, dR 
(9) 

where G is the production of turbulent kinetic energy given 
by 

G = 2\ — \ 
( 

~dlf 

dX 

2 

+ " W 

dR 

+ 

2 

+ ~v 
R 

~dV dlf 

dX+ dR 

11 
) 

2 

+ 
~dW 

dX 

2 

+ 
" a w 

dR *_ 
and Re is the Reynolds number defined by 

pVmD 
Re = -

M 

(10) 

(11) 

The dimensionless turbulent viscosity given by the /c-e model 
is 

ix, cj? 
Re (12) 

ix E 

The constants in the turbulence model are taken directly from 
Launder and Spalding (1974). These are: 

c„ = 0.09, c, = 1.44, c2=1.92, 

<!,,= 1.00, ff6=1.30, a, = 0.9 (13) 
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Boundary Conditions 
Inlet Conditions. It can be assumed that air enters the 

domain with a known mass flow rate and constant temperature. 
The dimensionless inlet velocities will depend only on the inlet 
port size Xx = L{/D, and angles a and /3. The K-e turbulence 
model requires the numerical values of K and e at the inlet cross 
section. The value of K was taken as 2 percent of the mean 
kinetic energy and the corresponding e value was specified by 
assuming the mixing length to be 4.5 percent of the inlet port 
size, as suggested by Gosman in Zhang (1985). Computational 
trials indicated that the results were insensitive to the inlet 
values of K and e. The inlet conditions (R = 0.5, X < X,) 
were: 

U= 

K= 

cos a 

4*T' 
0.01 

v= 
1 

4X,' w= 
tan g 

4X, sin a 

(4XX cos |6 sin a)2 
cj/4Ki/2 

"0.045^r,' 
4> = 0 

(14) 

Symmetry Line. Along the symmetry line, for R = 0, we 
have 

v=w=0, MJKJ_EJA 
dR BR dR dR l ' 

Exit Conditions. At the exhaust opening, the usual con
dition of neglecting the diffusion flux of all variables was 
adopted. Thus, for X = L/D and Rx/D < R < R2/D: 

3U=dV_dW dK j g _ j 0 _ 
dX~dX~dX~3X~dX~dX~° ( 1 6 ) 

The Wall Regions. The K-e model is used everywhere except 
in the narrow regions near the walls, where the ' 'wall function'' 
method is used, as suggested by Launder and Spalding (1974). 
In this method the region between the node P, closest to the 
wall, and the wall is linked by the logarithmic velocity profile 

Up 

VTV> 
= 2.5 ln9.yp (17) 

where uP is the velocity component parallel to the wall at node 
P, rw is the wall shear stress and^p is the dimensionless distance 
of the node P to the wall given by 

yp=- (18) 

Assuming that the generation and dissipation are in balance 
in the narrow layer between node P and the wall and using 
the log relation, the constant shear stress can be written as 

Tw = pcl/2Kp (19) 

where KP is the near-wall kinetic energy of turbulence, which 
is found from its transport equation with diffusion set equal 
to zero at the wall, in accordance with the above expression. 

The value of the dissipation of kinetic energy eP is determined 
by substituting the log velocity profile into the turbulence ki
netic energy balance near the wall, resulting in 

ep y/v/2 

(0.4y) 

(20) 

The "wall function" can also be applied for the energy equa
tion, as described by Patankar and Spalding (1970), where the 
following dimensionless temperature profile can be used to 
link the boundary to the near-wall temperature: 

n- •a, 
Up 

4rjp 
+ 12 (21) 

T+p = (Tp-Tw) 
t (dt 
a \dy 

fi = 9.0 £_1 
a, 

1/4 

(22) 

where 

and a is the Prandtl number. 

Computational Details. The set of equations (3)-(10) was 
solved numerically by the method described by Patankar (1980). 
The coupling between the axial and radial momentum equa
tions and continuity was handled by the SIMPLER algorithm. 
Furthermore, the turbulent viscosity was underrelaxed since 
all equations are connect through its value. 

Exploratory calculations on a finer grid were employed to 
provide guidance for the selection of the appropriate grid for 
the several cases studied. A typical grid test result is presented 
in the appendix. A 22 X 12 uniform grid in the axial and 
radial direction was selected for the calculation domain. Since 
it is known that the log law is valid for values of y+ greater 
than about 11.5, the wall adjacent nodes in the finite difference 
grid were positioned so that their y values satisfied this con
straint. 

Results and Discussion 
Comparison With Available Solutions. Initially numerical 

solutions were obtained for the three exhaust opening types 
shown in Fig. 1(a), as used by Sung and Patterson (1982) in 
their experimental simulation of a two-stroke engine under 
steady-state condition. As mentioned before, the working fluid 
selected was air (a = 0.69). The Reynolds number was main
tained at 43,113 and the aspect ratio L/D = 1.057. The inlet 
port angle a was set equal to 90 deg, implying no axial velocity 
component at the inlet port. The inlet size X\ was set equal to 
0.114 in order to furnish the same entrance area as the 18 
uniformly spaced windows of the experimental apparatus. 

The inlet angle /3, which causes the swirl, was obtained ex
perimentally by drilling the windows with the desired incli
nation. However, the effective /3 angle is smaller than the 
geometric inclination of the windows, especially if the thickness 
of the cylinder wall is smaller than 80 percent of the width of 
the windows, in accordance with Annand and Roe (1974). In 
the experimental apparatus of Sung and Patterson (1982), the 
inlet /3 angle was specified as 25 deg; but since the thickness 
of the cylinder wall was only 31.25 percent of the width of the 
windows, the effective /3 angle is much smaller. Zhang (1985) 
has solved this problem numerically, using an effective /3 angle 
of 20 deg. In the present work, the effective angle /3 was 
determined by solving the problem for different /3 angles and 
comparing the resulting velocity profiles with the experimental 
results. The effective j3 angle was then selected as the one that 
presented the best agreement. 

The comparison of tangential and axial velocity component 
profiles along the radius at the cross section X = 0.73 with 
the experimental results of Sung and Patterson (1982) and with 
the numerical results of Zhang (1985) are presented in Figs. 
2-4. 

The velocity profile comparison for the Type 1 exhaust open
ing can be seen in Fig. 2. For this case Rt/D = 0 and R2/D 
= 0.30. The velocity profile was obtained for three different 
swirl angles /3 (/? = 10, 15, and 18 deg). It can be observed in 
Fig. 2(a) that the effect of the /3 angle on the axial velocity 
component is quite small. The profiles are nearly coincident 
close to the cylinder wall, presenting a small deviation near 
the symmetry line. This is not true for the tangential velocity 
component shown in Fig. 2(b). Note that, the level of the ve
locity is significantly affected by the swirl angle /3. It can also 
be observed that the numerical solution of Zhang (1985) for 
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Fig. 2 Velocity profiles at section X = 0.73 tor Type 1 exhaust port: 
(a) axial velocity, (b) tangential velocity; [1] Zhang (1985); [2] Sung and 
Patterson (1982) 

(3 = 20 deg is quite similar to the present solution for fi = 18 
deg. However, the best agreement between the numerical and 
experimental results for both velocities components occurs for 
/3 = 10 deg, which was selected as the correct effective swirl 
angle fi. 

Figure 3 presents velocity profiles for the Type 2 exhaust 
opening (Rx/D = 0.36 and R2/D = 0.47) for fi equal to 10 
and 13 deg. In this case the effect of the swirl angle fi on the 
velocities profiles is smaller. Once again the numerical results 
of Zhang (1985) are closer to the present solution for the higher 
fi value, and /3 = 10 deg can be selected as the effective swirl 
angle fi, since it gives the best agreement with the experimental 
results. 

Finally, the velocities profiles for the Type 3 exhaust opening 
(Ri/D = 0, R2/D = 0.5) can be seen in Fig. 4. The following 
fi angles were tested: fi equal to 10, 13, and 15 deg. For this 
type of exhaust geometry, the effective swirl angle (3=10 deg 
is also recommended. The numerical results of Zhang (1985) 
for this case presented poor agreement; he had some conver
gence problems and failed to obtain a reasonable solution. 
Note that the velocity profile distribution for a totally open 
exhaust port is similar to the profiles for Type 1, indicating 
that an increase in the exhaust port area has little effect on 
the flow pattern inside the cylinder, as also observed by Sher 
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Fig. 3 Velocity profiles at section X = 0.73 for Type 2 exhaust port: 
(a) axial velocity, (b) tangential velocity; [1] Zhang (1985) [2] Sung and 
Patterson (1982) 

et al. (1988), who investigated different combinations of R2/ 
D of Type 1 exhaust opening. 

Observing the present numerical results in Figs. 2-4 for the 
tangential velocity profile, a peak on the velocity near the 
cylinder wall can be noted. Although there are no experimental 
data on this region, it seems unlikely that this peak really exists. 
Thus, one is led to believe that this velocity profile distortion 
is due to the "wall function" and grid distribution near the 
wall. 

Local Results 
Axial and Tangential Velocities. In order to have a better 

understanding of the flow field, the tangential and axial ve
locity profiles for the exhaust port of Type 1 are also examined 
for a cross section at X = 0.20 (near the piston head) on Fig. 
5. 

It can be observed in Fig. 5(a) that the axial velocity profile 
is almost independent of the swirl angle fi for radius 2R greater 
than 0.20 near the piston head and 0.30 for a section closer 
to the exhaust (Fig. 2a). The depression on the axial velocity 
near the symmetry line increases as fi increases at both sections. 
Note the existence of a recirculating zone by the negative values 
of the axial velocity. Further, note that the axial velocity in
creases as one moves away from the inlet port region. 

The tangential velocity profile can be seen in Fig. 5(b). As 
mentioned before the level of velocity increases with an increase 
in the swirl angle fi. There is a strong peak in the tangential 

Journal of Heat Transfer MAY 1992, Vol. 114/387 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) 30. " 1 — • — r ~ i — I — i — | — r — ] 

Present 

0.0 02 0.4 0.6 0.8 
r 

D/2 

(a) 

0 * ~ Numerical [ l ] 
OO Experimental [ 2 ] 

•5.E-_i I . I -1 
IJO 0.6 0.8 

D/2 

(/») 30. 

25-

E 20-

* 15 

10-

5. 

0. 

~ 

— 
-

1.1 M
 1 1 1 1 1 

L — 

— 

> 1 i I 1 | i 

... Present 
Numerical [11 

OO Experimental [ 2 J 

I/O CK^5 

-P=15° 

^13=13° 

7 o ^ 

/p=io° 

1 , 

1 ' : 

— 
-

„ 

™ " 

i -

(b) 

OJO Q2 0.4 0.6 OB 
r 

D/2 

1JO 

Fig. 4 Velocity profiles at section X = 0.73 for Type 3 exhaust port: 
(a) axial velocity, (b) tangential velocity; [1] Zhang (1985); [2] Sung and 
Patterson (1982) 

velocity near the symmetry line close to the piston head due 
to the encounter of the inlet circular jet. As one moves down
stream (Fig. 2b) this peak is reduced. Note that, as the tan
gential velocity decreases, the axial velocity increases as one 
moves downstream inside the cylinder, indicating that there is 
a transfer of tangential momentum to axial momentum. 

Streamlines. Figures 6 and 7 show the streamlines inside 
the cylinder for the Type 1 and Type 2 exhaust opening, re
spectively. The following parameters were maintained constant 
for both cases: Re = 5 x 104, L/D = 1, a = 90 deg, /3 = 
10 deg, X\ = 0.10. The exhaust port parameters were: Type 
1— Ri/D = 0.00, R2/D = 0.30; Type 2—R^/D = 0.36, 
R2/D = 0.47. 

The dimensionless stream function \p was calculated from 

URdR (23) 

Figure 6 shows the flow pattern for a Type 1 exhaust opening. 
The inlet circular swirling jet, normal to the cylinder liner, is 
deviated to the axial direction near the symmetry line, due to 
the encounter of the jet inducing a weak secondary flow along 
the cylinder wall. This recirculating zone is undesirable for the 
scavenging process, since the combustion products can be 
trapped in this region. The streamlines for Type 2 exhaust can 

0.6 OB 

571 
Fig. 5 Velocity profiles at section X = 0.20 for Type 1 exhaust port: 
(a) axial velocity, (6) tangential velocity; [1] Zhang (1985); [2] Sung and 
Patterson (1982) 

Fig. 6 Streamlines for exhaust port of Type 1 

f̂U 
Fig. 7 Streamlines for exhaust port of Type 2 
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Fig. 8 Local Nusselt number distribution around the cylinder for ex
haust port of Type 1 
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Fig. 9 Local Nusselt number distribution around the cylinder for ex
haust port of Type 2 

be seen in Fig. 7. Since the-inlet angles are the same for these 
two cases, the flow pattern near the entrance is similar, but 
as one moves downstream the main stream is deviated to the 
direction of the exhaust port, causing a reduction on the re
circulating region and inducing a new secondary flow near the 
symmetry line close to the exhaust port. Note, however, that 
the overall volume of trapped fluid will be smaller for Type 
2 exhaust geometry, since the volume is proportional to the 
radius squared, and near the symmetry line the radius is very 
small. 

Local Heat Transfer Coefficient. Due to the patterns of 
velocity and temperature inside the chamber, local heat transfer 
is not constant along the piston head, cylinder liner, and cyl
inder head end. The local and average Nusselt number are 
defined as 

Nu = 
qD 

k(Tw-Tb) 

Nu = -
qD 

T„ = '- (25) 

k(Tw-Tb)
 ( 2 4 ) 

where q and q are the local and average heat flux at the solid 
walls, and Tb is the bulk temperature of the air at the exhaust 
port. Tb is calculated from 

j Turdr 
\ urdr 

where the integral is evaluated at the exhaust port area. 
Figures 8 and 9 show the variation of Nu with the position 

around the cylinder chamber for the same exhaust port Type 
1 and Type 2 used for the streamline presentation. For Type 
1 exhaust port, different Reynolds numbers and /3 angles were 
investigated. By examining Figs. 8 and 9, one can observe a 
peak on the Nusselt number at the piston head near the sym
metry line when the swirl angle 0 is different from zero. This 
peak is caused by the high intensity of the tangential velocity 
at this region due to the encounter of the inlet jet. Note that 
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Fig. 10 Discharge coefficient versus inlet a angle 
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a 
for the same inlet conditions, the Nusselt number along the 
piston head is not affected by the different exhaust port types. 

The local Nusselt number distribution along the cylinder 
liner is affected by the type of exhaust port, since the recir
culating zone is quite different for the two cases. Nu is higher 
outside the recirculating zones, as can be noted by observing 
Figs. 8 and 9 with the flow pattern distribution in Figs. 6 and 
7. 

Note that an increase in the Reynolds number maintains the 
same distribution of the local Nusselt number, but increases 
its level, as can be seen in Fig. 8 for the Type 1 exhaust port. 

It should be mentioned that even when Nu decreases with 
the radial position along the piston head and exit surface, heat 
transfer increases since heat transfer area increases with the 
radius. 

Overall Results. The effect of the inlet angles a and 0, the 
Reynolds number, and the aspect ratio L/D on the overall 
characteristics of the flow and heat transfer inside the cylinder 
are examined next. These parameters were varied from the 
following configuration: Xx = 0.1, Rx/D = 0, R2/D = 0.3, 
Re = 5 X 104, L/D = 1, a = 90 deg and & = 10 deg. 

Discharge Coefficient. To assess the effectiveness of the 
scavenging process, the discharge coefficient can be a useful 
parameter. It can be defined as the ratio between the actual 
mass flow rate m through the cylinder and an isoentropic mass 
flow rate of a perfect gas between two sections of the cylinder, 

where 

rhi = Ai 

(26) 

(27) 

and the subscripts 1 and 2 indicate the two sections. 
To analyze the results better a global and an exhaust dis

charge coefficient were defined. The global coefficient can be 
a measure of the overall friction loss inside the chamber be
tween the inlet port (section 1) and the exhaust valve (section 
2). The exhaust coefficient gives an indication of the losses 
due to the expulsion of the gases. For the exhaust coefficient, 
section 1 was selected as a generic section inside the cylinder 
and section 2 the exhaust port. 
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Properties at the exhaust were evaluated as mean values 
along the area, while properties at a generic section of the 
cylinder were taken as mean values inside the whole calculation 
domain. 

Figure 10 shows the small influence of the inlet angles a and 
fi on the discharge coefficients. It can be seen that Cd decreases 
as the swirl angle /3 increases, indicating that the losses are 
higher when the swirl is stronger. It can also be observed that 
the global Cd decreases when the axial angle a increases, while 
the exit Cd increases. It can then be concluded that when the 
inlet jet is directed to the piston (a greater than 90 deg) the 
losses near the entrance region are higher due to the encounter 
of the inlet jet near the symmetry line of the cylinder. 

The effect of the bore-to-stroke ratio (here represented by 
aspect ratio D/L) on the flow pattern was investigated main
taining the displaced volume of the cylinder constant. The ratio 
between the inlet port size and exhaust port size in relation to 
the volume were also maintained constant. Therefore, three 
dimensionless parameters of the problem were altered simul
taneously: L/D, Lx/D, and R2/D. The last two parameters are 
proportional to (L/D)W3 for the present situation. 

The effect of the aspect ratio on the discharge coefficient 
can be seen in Fig. 11. Note that the global Cd decreases when 
L/D increases, since for smaller diameters the encounter of 
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the inlet jet near the symmetry line will be stronger, causing 
higher losses. On the other hand, the exhaust Cd is approxi
mately constant with L/D once the exhaust area also increases 
when L/D increases, thus reducing losses on this region. 

Figure 12 shows that the discharge coefficients are inde
pendent of the Reynolds number. It can also be seen the effect 
of the inlet angles on Cd as already discussed. 

Overall Heat Transfer Coefficient. The variation of Nu 
with the inlet angles a and /3 is shown in Fig. 13. Note that 
when the swirl angle (3 increases, the Nusselt number also 
increases, due to the peak on the local Nusselt number at the 
piston head, as seen in Fig. 8. The effect of a on Nu is very 
small, showing an increase on Nu when the inlet jet is directed 
to the piston head (a greater than 90 deg). 

Figure 14 shows the effect of the aspect ratio L/D on Nu 
while maintaining constant the displaced volume, as explained 
before. It can be seen that there is an increase in the Nusselt 
number when the aspect ratio decreases, since for a larger 
diameter the inlet jet induces a stronger secondary flow near 
the cylinder liner, enhancing the heat transfer coefficient at 
that region. 

The Reynolds number significantly affects the Nusselt num
ber as can be seen_in Fig. 15. It can also be seen that the 
variation of the Nu as a function of the inlet angles is less 
significant in comparison with the effect of Re. The following 
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equation was found best to fit the Nu x Re curve in Fig. 15: 

Nu = 0.030 Reu (28) 

Conclusion 
The present numerical study of the scavenging process on a 

two-stroke engine under steady-state condition showed good 
agreement with available experimental results. The effective 
value of the swirl angle /3 differs from the geometric one for 
reasons given by Annand and Roe (1974), so that special care 
should be taken on its specification for numerical simulation. 
The use of an effective value for (3 emphasizes the influence 
that flow conditions of the inlet plenun have on the cylinder 
boundary conditions. On the other hand, it is believed that 
Zhang (1985) and Sher et al. (1988) could achieve better agree
ment with experimental data should they explore the effects 
of the swirl angle (3 in more depth, even using the same n-e 
model. 

The inlet angles a and (H showed a small influence on the 
flow pattern and heat transfer characteristics for the situation 
where only air flows through the cylinder. It has been shown 
that exhaust port location controls the size of the recirculat
ing zones where the combustion products will eventually be 
trapped. The Reynolds number is the principal parameter to 
control the heat transfer characteristics of the process. 

It should be stressed that simplifying assumptions, notably 
steady-state and single component flow, were introduced in 
order to make the model simple and easy to handle. This 
restricted the production of results of realistic value. Scav
enging efficiency is, for example, one parameter that the model, 
in its present form, would be unable to quantify. 

Yet, other relevant results were produced. For example, the 
discharge coefficient and the overall Nusselt number will find 
application in lumped-parameter models, for performance pre
diction. These models, although in use for nearly two decades 
(Benson and Galloway, 1969), are quite accurate in predicting 
the pressure history inside the cylinder. Balance equations in 
their time-derivative form are applied to prescribed control 
volumes with uniform gas properties. These control volumes 
can take the form of the entire cylinder, regions within the 
fuel jet (Chiu et al., 1976) or zones comprising fresh air, com
bustion products and a mixture of the two, during scavenging 
(Kyrtatos and Koumbarelis, 1988). No spatial variations are 
considered, so velocity or gas property distributions are un
important, except for the evaluation of overall parameters such 
as discharge coefficients across ports and valve passages and 

gas to wall heat transfer coefficients. The resulting ordinary 
differential equations are then integrated to give the variation 
of in-cylinder gas properties with time, or crank angle degree. 
Equations for instantaneous mass flow rate, Eq. (27), or heat 
transfer rate, are taken, in those lumped parameter models, 
as those for steady-state conditions, for each time step. Since 
the time interval for integration is rather small (0.2 deg), this 
"quasi-steady" approach does not represent any error of sig
nificance. This shows that values for Cd and Nu, produced by 
the present model, even with the steady-state limitation, are 
quite adequate for use in lumped-parameter models. 
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A P P E N D I X 

To assess the numerical accuracy of the present work quan
titatively, an exploratory computation on different mesh sizes 
was performed. A typical grid test case was selected for pres
entation. The governing parameters were: (3 = 3 deg, a. = 90 
deg, A, = 0.1, Rx/D = 0, R2/D = 0.3, Re = 5 x 104, L/D 
= 1, ando- = 0.69. 

Table 1 presents the average Nusselt number and the dis
charge coefficient for three different mesh sizes. The percent 
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Table A.l Grid test 
Grid 

Nu 

Cd (global) 

Cd (exhaust) 

42 x 22 

304.7 

0.341 

0.841 

32 x 17 

314.0 

0.349 

0.858 

A percent 

3.1 

2.2 

1.9 

22 x 12 

329.2 

0.362 

0.899 

A percent 

8.0 

7.5 

6.8 

differences shown were calculated in relation to the finer mesh 
results. A significant reduction on the variation of the results 
when the mesh size is made finer can be observed. Note also 
that for a 22 x 12 there is a maximum of 8 percent variation 
on the results. 

Figures Al and A2 show the axial and tangential velocity 
profiles at two different sections, for the mesh size 42 x 22 
and 22 x 12. It can be seen in both figures that the agreement 

between the results is very good. The main difference on the 
tangential velocity results is on its maximum value. Note, how
ever, that the position of the peak is correctly predicted on the 
coarser grid. The axial velocity results also compared well. The 
recirculation flow region, which can be identified by the neg
ative velocities, was also reasonably well predicted with the 
coarser mesh. 

It should be mentioned here, that a uniform mesh was se
lected, since each velocity component presents steep gradient 
in different regions of the calculation domain. 

Since experimental results of turbulent situations, such as 
the ones studied, involve uncertainties of approximately 10 
percent (Sher et al., 1988), and it is much faster and cheaper 
to obtain the numerical solution in a coarser mesh, the mesh 
size of 22 X 12 was selected to investigate the flow and heat 
transfer characteristics in a two-stroke engine. 
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An Experimental Study of Free 
Convection Heat Transfer From an 
Array of Horizontal Cylinders 
Parallel to a Vertical Wall 
An experimental investigation of heat transfer from an array of three horizontal 
cylinders aligned vertically parallel to a single wall is presented. Three different 
cylinder center-to-center spacings for the array cylinders were examined, CC= 1.5D, 
2D, and 4D. The wall-array spacings were varied from 0.08ID to infinity. The 
cylinders were placed in a still air medium at atmospheric pressure and maintained 
at constant heat flux. Modified Rayleigh number, based on the diameter of the 
cylinders, ranged from 6.2 XlO4 to 1.2 x10s. Results indicate that heat transfer is 
generally enhanced, but for some wall spacing to cylinder configurations the heat 
transfer can be minimally decreased. For cases where the heat transfer was enhanced 
the top cylinder in the array was observed to have the highest enhancement (22 
percent) and the lowest cylinder was enhanced the least (5 percent). Flow visual
ization studies showed that the wall generated a chimney effect between the wall 
and the cylinders. 

1 Introduction 
Array of horizontal cylinders confined by a single wall occur 

in numerous heat exchangers and storage devices. Heat transfer 
engineering designers prefer the natural convection mode be
cause it is more reliable due to the elimination of the cooling/ 
heating fluid circulation parts [ 1 ]. The characteristics of natural 
convection heat transfer from a heated isothermal horizontal 
cylinder parallel to an adiabatic wall(s) were examined by Spar
row and Ansari [2]. Their results showed a degradation in the 
heat transfer from the cylinder at S/ZX0.25, where S and D 
are defined in the nomenclature section. McCoy [3] studied 
the convection heat transfer behavior from an isothermal heated 
horizontal cylinder parallel to an isothermal vertical wall in 
water. It was found that the ratio of the Nusselt number of 
the cylinder to the Nusselt number of a free single cylinder at 
the same Rayleigh number, Nu/Nus, increased slowly as the 
wall-cylinder distance was decreased. This enhancement 
reached its maximum at approximately S/D = 0.2. Then Nu/ 
Nu. dropped off sharply for closer spacings. 

The objective of the present study is to investigate heat 
transfer by natural convection from three horizontal cylinders, 
at constant heat flux, aligned vertically parallel to a vertical 
wall, as shown in Fig. 1. During the course of the experiment, 
the effect of the wall spacing, S, on natural convection from 
the cylinders was studied. The effect of cylinder-to-cylinder 
spacing, CC, on natural convection was also investigated. In
creased understanding of the fluid flow around the cylinders 
was obtained by videotaping and taking photographs of the 
flow field. Laser sheets were used to illuminate smoke particles 
in the test section. 

2 Experimental Apparatus and Procedure 

2.1 Heat Transfer Experimental Apparatus and Procedure. 
Three cylinders comprised the main experimental apparatus. 
These cylinders were fabricated to be identical in all respects 
(i.e., dimensions and surface radiation conditions). The test 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 16, 
1990; revision received October 14, 1991. Keywords: Flow Visualization, Heat 
Exchangers, Natural Convection. 

section assembly for the cylinders is shown in Fig. 2. The 
cylinders were fabricated from aluminum tubing with a 2.54 
cm (1.0 in.) o.d. and a 2.36 cm (0.93 in.) i.d. Aluminum was 
chosen as the heat transfer surface because, when polished to 
a mirrorlike finish, it reduces the radiation heat loss, which 
competes with natural convection [4]. The high thermal con
ductivity of aluminum is another important factor as aluminum 
provides a more uniform heat flux surface. 

Cylinder #3 
Cylinder #2 

Cylinder #1 

End wall (baffle) 

Fig. 1 Schematic of array-wall setting 

1.0" 

End-Cap 

0.125" Dia. 
Steel Rod 

Thermocouples 

Fiber Glass 

Copper Cylinder 

Foil Heater 

Aluminum Cylinder 

Fig. 2 Test section assembly for the cylinders 
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Each cylinder had a length-to-diameter ratio equal to 10, 
allowing for suppression of the axial heat transfer effect. The 
ends of the cylinders were insulated by solid disks of low 
thermal conductivity material. These disks will be referred to 
as end-caps in the text. Eight thermocouples were used for 
each cylinder. Two were used to measure the axial temperature 
gradient in the end-cap. The other six thermocouples were used 
to measure the temperature of the cylinder surface, Fig. 2, 
Two thermocouples were cemented to the interior surface of 
the cylinder by using thermocouple epoxy and placed 2.54 cm 
(1.0 in.) from each cylinder's end, below the top stagnation 
point of the cylinder. The other four thermocouples were ra
dially positioned at the midlength of the cylinder at 90-deg 
intervals from the top stagnation point around the inner cir
cumference of each cylinder. These thermocouples were po
sitioned in a thermocouple disk. 

The thermocouple disks were placed at the midlength point 
of each cylinder. Then, two foil heaters were inserted from 
each end of the cylinder. These heaters were backed up by 2.23 
mm (0.875 in.) diameter copper cylinders with a length of 
12.065 cm (4.75 in.). The copper cylinders were used to support 
the heaters against the aluminum cylinders and to prevent riot 
spots on the heating foils due to loss of contact between the 
heaters and the cylinders. In order to prevent internal natural 
convection in the cores of the cylinders, the cores were filled 
with pressed fiber glass insulation. Then, the ends were sealed 
with end-caps. 

Two types of walls were used in the experiment: side wall, 
which was parallel to the cylinders' axes, and the end walls 
(the baffles), which were perpendicular to the cylinders' axes. 
The side wall was made from 1.27 cm (0.5 in.) thick acrylic 
and was constructed at a height of 63.5 cm (25 in.) and a width 
of 25.4 cm (10 in.). It was backed with 2.54 cm (1 in.) thick 
styrofoam insulation, which was glued on the back surface of 
the wall. The surfaces of all the walls facing the cylinders were 
painted with a flat black paint in order to achieve a uniform 
radiation condition [5]. 

In order to approximate the experimental conditions of two-
dimensional cases [2], baffles made of 3.175 mm (1/8 in.) thick 
acrylic were used to eliminate the transverse fluid motions 
associated with the finite length of the cylinders. Three sets of 
baffles were fabricated to accommodate the three settings 
(CC=4D, 2D, and 1.523). The positions of the top cylinder 
(cylinder #3) from the top end of the baffles were the same 
for all sets. This left the positions of the lower (#2 and #1) 

dependent on the cylinder-to-cylinder spacings. There was no 
direct contact between the cylinders' surfaces and the baffles, 
since the baffles supported the end-caps of the cylinders. For 
each set, two baffles were placed 25.4 cm (10 in.) apart on the 
main frame to form a C-shaped channel with the side wall. 

To reduce the air movement around the testing section, the 
main frame was placed in a 1.1 mx0.765 mx2.134 m (3.5 
ft x 2.5 f tx7 ft) enclosure. The enclosure was made of 1.27 
cm (0.5 in.) plywood sheets. The top and bottom ends of the 
enclosure were open. To prevent air stratification in the en
closure, a 2.54 cm (1 in.) gap between the floor and the bottom 
end of the enclosure was left open. 

There were two systems used in this experiment, each having 
different functions. The purpose of the first system was to 
supply power to the heaters in the cylinders and to measure 
the power supply for each heater. The second system was used 
to monitor the output of the thermocouples. A regulated power 
supply was used to supply direct current to heat the heaters. 
The temperature measurements were accomplished by using a 
data acquisition system with appropriate computer software. 
The aim of each experimental run was to establish a thermal 
equilibrium. The computer program coupled with a data ac
quisition program was used to display the temperature readings 
and the percentage of the average temperature difference for 
each cylinder, [ATpercent = (Tnew- T0\a) 100/rn e w | , every 20 
seconds. When the average temperature difference was less 
than 0.25 percent for 10 minutes, steady-state conditions were 
considered to be established. The data was recorded one hour 
after the establishment of the steady-state conditions in order 
to accommodate the slow thermal response of the side wall. 

Once the average temperature of the cylinders) and the 
ambient temperature were recorded and the power supply was 
determined, the total heat transfer by convection, Qcv, could 
be calculated from: 

Qcv=Q-Qr-Qa (1) 

where Qcd is the conduction heat loss from the cylinders' end 
caps, [QCd= -AK(dT/dX), where dT is the temperature drop 
across the end-cap thickness dX]. The maximum heat loss by 
conduction was about 0.02 percent of the total input power, 
((conduction heat loss) percent = (Qcd/Q) 100}. This occurred 
when the total input power, Q, was equal to 30 W at center-
to-center spacing, CC=l.5D, and wall spacing ratio, S/D 
= 0.081. The radiation heat loss, Qn ranged from 6 to 8 percent 
of the total input power for no wall cases and from 4 to 7 

Nomenclature 

A = 

CC = 

cP = 
D = 

Gr* = 
g = 
h = 

K = 

L = 
Nu = 

Nufl„ = 

Nu, •av/f 

surface area of the cylinder 
= (7rPL) ,m 2 

cylinder center-to-center 
spacing, m 
specific heat, W h/(kg K) 
cylinder diameter, m 
modified Grashof number 
acceleration of gravity, m/s2 

average heat transfer coeffi
cient, W/m2 K 
thermal conductivity, W/m 
K 
cylinder length 
average Nusselt number of 
the cylinder = ((h D)/K) 
average Nusselt number of 
the whole array for single 
wall cases, Eq. (9) 
Nusselt number ratio for 
single wall cases, Eq. (10) 

Nu0„/S = Nusselt number ratio for 
single wall cases, Eq. (11) 

Nu/ = average Nusselt number for 
cylinder i 

NUJJ = average Nusselt number for 
cylinder i in a free array 

Nus = average Nusselt number for 
a free single cylinder 

Pr = Prandtl number 
Q = total power input, W 

Qcu = heat flux by convection, W 
Qcd = heat flux by conduction, W 
Qr = heat flux by radiation, W 
q = heat flux per unit area, W/ 

m2 

Ra* = modified Rayleigh number, 
Eq. (4) 

Ra* = modified Rayleigh number 
for cylinder / for single wall 
cases 

Ra*/ = modified Rayleigh number 

T = 
Tw = 

* w,i = 

Tint = 
Y, = 

a 
P 

v 
P 
4> 

for cylinder / for free array 
cases 
spacing between the array 
and the wall, m 
temperature, "C 
surface temperature of the 
cylinder, °C 
surface temperature of cylin
der /, °C 
ambient temperature, °C 
distance from the center of 
the lowest cylinder to the 
center of cylinder / (Y, =0.0) 
thermal diffusivity, m2/h 
coefficient of thermal expan
sion, KT1 

dynamic viscosity, kg/m h 
kinematic viscosity, m2/h 
density, kg/m3 

normalized temperature, Eq. 
(7) 
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the cylinders themselves, was illuminated by the horizontal 
sheet. The horizontal sheet was created from the horizontal 
laser beam. Therefore, a vertical laser sheet created from the 
vertical laser beam was used to illuminate an opaque area and 
to enhance the illumination of the other parts of the illuminated 
plane. Smoke was introduced to the bottom of the main en
closure at very low velocity and at room temperature. The 
patterns of the flow fields were recorded on video tape and 
slides. 

3 Experimental Results and Discussion 
The three cylinders that were used in the array were tested 

separately as isolated single cylinders in an infinite expanded 
medium (the surrounding air) and the results are shown in Fig. 
4. There are two primary reasons to study the free single cyl
inder case. First, it was necessary to verify the data-taking 
process and to check the related equipment setup. This was 
accomplished by comparing the Nusselt number from this ex
periment with the available data in the literature. The second 
reason was to find a correlation equation to represent the 
average Nusselt number for a single free cylinder, Nu„ as a 
function of the modified Rayleigh number, Ra*. This equation 
would serve as the datum from which the heat transfer in the 
other cases would be considered enhanced or degraded. The 
functional relationship between Nus and Ra* for these data is 
shown in Eq. (5): 

Nu,= 0.571 Ra*02027 3x 104<Ra*< 106 (5) 
This equation lies about 1.6 percent below the following equa
tion, which was obtained experimentally and theoretically by 
Dyer [12]: 

Nu i = 0.6 Ra*02 for 104<Ra*<106 
(6) 

Equations (5) and (6) are superimposed on the experimental 
data as shown in Fig. 4. 

percent of the total input power for single wall cases. A detailed 
radiation heat transfer calculation is presented in [6], Since 
the cylinders were polished to mirrorlike surfaces, the emis-
sivity was considered equal to 0.05 [7-10]. 

Once the convection heat transfer, Qcv, was determined, the 
average heat transfer coefficient was obtained from: 

Qcv ( 2 ) 

The average Nusselt number, Nu, was determined from: 

Nu = : h£ 
K ~~ 

QcvD 
(3) 

AK(TW-Tin!) 

For correlating the data, the modified Rayleigh number was 
calculated from: 

Gj3p2CP(^ 

Ra*=Gr*Pr = -

Z>4 

K2n (4) 

All the air properties were calculated at the film temperature, 
7}= (Tw+ Tin;)/2. The uncertainty (based on Kline's approach 
[11]) in the calculated Nusselt number from the experimental 
results was 5.0%. 

2.2 Flow Visualization Experimental Apparatus and Pro
cedure. Flow visualization was accomplished by illuminating 
smoke particles with laser sheets perpendicular to the cylinders' 
axes, as shown in Fig. 3. A 3-W argon and krypton ion laser 
was used. A beam splitter, two beam reflectors, and two cy
lindrical lenses were used to generate two laser sheets. These 
sheets illuminated one vertical plane at the midwidth of the 
array. The vertical plane, except those sections blocked out by 

3.1 Temperature Distribution Along the Array With Var
ious Wall Spacings. The effect of array-wall spacing, S, and 
the effect of cylinder center-to-center spacing, CC, on the 
temperature distribution along the array will be discussed in 
this section. 

The data are presented as the normalized temperature, <f>, 
which is defined as the ratio of the excess temperature for each 
cylinder from the ambient temperature to the excess temper
ature for the lowest cylinder from the ambient temperature, 
as shown in Eq. (7). 

</> = 
* w,i •* in 

1 iv. 1 -* in 
(7) 

From Eq. (7), the normalized temperature for the lowest 
cylinder is equal to one in all cases. The normalized tempera
ture, 0, for CC= 1.5D and CC=2D have a fixed pattern where 
the highest cylinder always has a higher normalized temperature 
than the second cylinder (Figs. 5 and 6). The increase in cylinder 
temperature for cylinders higher in the array is attributed to 
the balance between the temperature rise of the surrounding 
air of the upper cylinders and the increase of the plume velocity 
due to the density change from adding heat from the lower 
cylinders to the plume [5, 13, 14]. The normalized temperature 
data for CC = 1.5Z» and CC=2D decrease sharply as the S/D 
ratio increases from 0.081 to S/D = 0.5. Then the normalized 
temperature, </>, increase as S/D increases from 0.5 to 2.0. Also, 
at S/D = 0.5, the normalized excess temperature difference be
tween cylinders 2 and 3 is very small and sometimes reaches 
zero. This indicates that the behavior of these cylinders is the 
same at wall spacing ratio, S/D = 0.5; as the wall spacing ratio 
diverts from S/D = 0.5, in either direction, the normalized 
temperature difference between the upper cylinders, (</>3-</>2), 
increases. 

For CC=AD (Figs. 5 and 6), the normalized excess tem-
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perature, </>, is less than one for both cylinders (2 and 3). The 
behavior of these cylinders was not consistent. The change in 
the normalized temperature is minimal for S/D< 1.0, but </> 
decreases as S/D increases above 1.0. In all the cases 
(CC= 1.5D, CC=2D, and CC=4D), the upper cylinders be
have more like the lowest cylinder at S/D— 0.5. 

3.2 Heat Transfer Characteristics of the Cylinders in the 
Array. The effect of the wall-array spacing and the cylinders' 
center-to-center spacing on the heat transfer capability of each 
cylinder will be examined by studying the Nusselt number ratio 
of Nu/Nu/y, which is the ratio of the Nusselt number value 
of each cylinder in the array with a single wall, Nu;, to the 
Nusselt number value of the same cylinder in a free array (no 
wall condition), Nu,y, at the same input heat flux. The ratios 
Nuf/Nu^at various S/D at the same input heat flux are plotted 
in Figs. 7-9. For small center-to-center spacings, CC=1.5D 
and CC=2D, all the cylinders experience the same percentage 
of degradation, which is about 20 percent at S/D of 0.081. 
This degradation decreases as the S/D increases and the values 
of Nu,/Nu,v reach unity at S/D~0.155. At S/D>0.25, the 
effect of the wall spacing on the cylinder depends on the po
sition of the cylinder in the array. The upper cylinders have 
the highest enhancement at S/D equal to 0.5. At the peak, the 
highest cylinder in the array has an enhancement between 15 
and 22 percent above the no wall case, while the second cylinder 
has an enhancement between 9 and 15 percent. The lowest 
cylinder in the array reaches the peak with an enhancement of 
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about 5 percent maximum at S/D = 0.25 at all the heat flux 
values except the lowest value. 

Figure 9 shows the effect of wall spacing on the array at 
CC=4D. The lowest cylinder shows a 10 percent maximum 
degradation at 5/D = 0.081. The maximum enhancement in 
the lowest cylinder was 5 percent at S/D values between 0.25 
and 0.5. For the upper cylinders (cylinders 2 and 3), the Nu,/ 
Nu/j- values were less than one. These degradations are between 
12 and 24 percent at S/D = 0.081 and they decrease as S/D 
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in 
Z) 

> 
ro 

Z3 

S/D 

0.081 

0.155 

0.250 

0.500 

0.750 

1.000 

1.500 

2.000 

Infinity 

A, 

0.38816 

0.42637 

0.47994 

0.53707 

0.52015 

0.50866 

0.47515 

0.45226 

0.44692 

Table 1 

CC = 1.5D 

A* 

0.12099 

0.15017 

0.12880 

0.07132 

0.08865 

0.10537 

0.12910 

0.14330 

0.14101 

Coefficients of Eq. (8), Nu,/Raf 2 = A, 

A3 

1.68782 

1.15017 

1.08535 

1.97020 

1.43274 

1.28668 

1.05709 

0.89824 

1.13765 

A, 

0.44023 

0.46097 

0.48866 

0.57548 

0.86924 

0.56256 

0.36239 

0.36551 

0.46811 

CC = 2D 

A2 

0.08724 

0.14512 

0.13475 

0.04468 

-0.25232 

0.05466 

0.24567 

0.24209 

0.12704 

+ A2exp[-A(yi{CC))] 

A3 

1.23577 

0.62651 

0.46858 

0.84132 

-0.06193 

0.83912 

0.17936 

0.19971 

0.51142 

A, 

0.53390 

0.49841 

0.49055 

0.52552 

0.59267 

0.49579 

0.39546 

0.26659 

0.09139 

CC = 4D 

Aa 

0.00448 

0.10969 

0.12841 

0.08878 

0.02977 

0.12126 

0.21512 

0.33887 

0.50926 

A3 

-0.86297 
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increases. The reduction of Nu3/Nu3>/- from unity is twice the 
reduction of NU2/NU2/ from unity. These values, Nu/Nu,-^ 
(7=2 and 3), increase to unity as S/D increases to infinity. 
The Nusselt number for each cylinder can be predicted from 
Eq. (8) with less than 5 percent error for q>49.338 W/m2 and 
with 10 percent or less error for (7 = 49.338 W/m2. 

Ra/ 
^ = A,+A2exp A>1& 

(8) 

The values of Au A2, and A} are shown in Table 1 and Yt is 
defined in the nomenclature section. 

The effect of wall spacings, S, and center-to-center spacing, 
CC, on the average Nusselt number of the whole array, Nua„, 
will be discussed by examining the Nusselt number ratio Nuav/ 
/. This ratio, Nu„„//, is the ratio of the average Nusselt number 
of the whole array with presence of the side wall to the average 
Nusselt number of the whole array without the wall (free array) 
as shown in Eq. (10). The average Nusselt number of the whole 
array, Nu0„, was compared to the Nusselt number of a free 
single cylinder, Nu ,̂ at the same heat flux. The average Nusselt 
number ratio for the whole array, Nuau//, is superimposed on 
Figs. 7-9, where Nua„//is shown by the dotted line, as calculated 
from: 

(/) 

> 
ro 

1.2 

1.1 

0.8 

• 

• 

-
-

f^ 
I /^~^ 

I 

- * 

• > • < ) • . 

• "T j^Z , ' . . " J^^gy 

. 

C I - -

+ 

. 1 . • . . | . 1 —r—T 

—" ""̂~—-— ~*^m 
q= 49.338 W/m2 

-- q= 149.014 W/m2 

q= 493.380 W/m2 

q= 986.762 W/m2 

1 _ 
. 
-
. 
_ 
: 

-
. 

-

• 
. 

. -
0.5 1.5 

S/D 
2.5 

Fig. 12 Effect of wall spacing on the average Nusselt number of the 
whole array at CC = AD 

EN u< 
Nu„„ = -

3.0 
(9) 
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Table 2 Correlation coefficient 81 for Eq. (12), Nucv = 81 Raj°"

(12)

SID CC = 1.50 CC = 20 . CC = 40

8 1 8 1 8 1

0.081 0.43243 0.47916 0.55287

0.155 0.49607 0.53926 0.60844

0.250 0.54069 0.56980 0.62368

0.500 0.56403 0.59535 0.62452

0.750 0.55490 0.59425 0.62771

1.000 0.55014 0.58631 0.63009

1.500 0.53139 0.56906 0.63291

2.000 0.52108 0.56284 0.63612

Infinity 0.50840 0.55027 0.64887

percent enhancement at Nuav values at 0.25 <SID:s0.5 in all
the input heat flux values, except the lowest heat flux where
the maximum enhancement was 10 percent at 1.0:sSID< 1.5.
The average Nusselt number for the whole array, Nuav, can
be predicted from Eq. (12) with an error less than 4 percent.
Table 2 shows the coefficient B,.

3

b NU;

N -~-B R *0.2uav - 3.0 - , a
Fig. 13 Flow visualization for CC= 20 with a single wall at S/O= 0.5

The enhancements of Nuav from Nus were insignificant and
NUavls is mostly equal to or less than one at CC= 1.5D and
CC= 2D. In both cases, there were peak values at 0.5 :sSI
D<0.75, except at the lowest heat flux, where the peaks were
at 0.75:sSID< 1.0. For CC=4D, there was a maximum 8

3.0

Although NUavl! is plotted as a line, the plot is a point-to-point
curve. For CC= 1.5D and CC=2D, the NUavl! values have
peaks, with 8-12 percent enhancement, at 0.5 :s SID <0.75. The
NUavl! ratio decreases sharply as SID decreases from 0.5 and
reaches its lowest values, about 0.82 at CC= 1.5 at SID=0.081,
and about 0.84 at CC=2D at SID = 0.081. At SID> 0.75, the
NUavl! values decrease slowly and asymptote to a value corre
sponding to SID of infinity as shown in Figs. 7 and 8.

The NUavl! values for CC=4D are always less than one,
as shown in Fig. 9. Those values increase sharply as SID
increases from 0.081 to 0.5. Then the increments in these values
of NUavl! become smaller as NUavl! asymptotes to a value cor
responding to SID of infinity.

Figures 10-12 show the Nusselt number ratios, Nuav/ so of
the Nuav values to the Nusselt numbers of a single cylinder,
Nus, as calculated from Eq. (5) at Ra* of the lowest cylinder
of the array. The NUavls is defined in the following equation:

3

b NU;
1==1

3.0
[0.571 RajO.2027j

(10)

(11)

3.3 Flow Visualization. The results of the flow visual
ization are shown in Fig. 13 for cylinder center-to-center spac
ing equal to 2D. Figure 13 shows that the space between the
cylinders and the wall acts as a chimney where the air particles
are at a higher temperature than the ambient. The high tem
perature zone creates a low density region between the wall
and the cylinders of the array. This results in a low-pressure
region between the wall and the array. Due to buoyancy forces,
this low pressure drives the air particles horizontally toward
the wall through the cylinder-to-cylinder spacing and vertically
through the lower cylinder-wall space. The flow visualization
showed that the presence of a single wall induces more air
circulation from the ambient around the highest cylinder in
the array. This enhances the heat transfer from the highest
cylinder in the array. As the center-to-center spacing increases,
the plume from one cylinder to the next higher cylinder has
more time to mix with the ambient air particles that were
directed toward the wall. Also, as the CC spacing increases,
the plume from the lower cylinder(s) has fewer flow restrictions
given the geometry of the setup and has more time to be
accelerated by the buoyancy forces while it rises. This explains
why the highest cylinder in the array at CC = 4D has the highest
Nusselt number in the array.
. Furthermore, the flow visualization shows that the weak
regions above the cylinders were shifted toward the wall. The
streamlines of the flow show that the air particles approach
the upper cylinders horizontally. For the lowest cylinder, the
air particles approach the cylinders in a plane rotating toward
the vertical wall. In other words, if there is a single wall at the
left side of the array, the upper and lower stagnation points
of each cylinder were rotated counterclockwise from the ver
tical plane (the plane that passes through the axis of each
cylinder). This rotation of the stagnation points was at its
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maximum at S/D = 0.5 and the rotation decrease as the wall-
array spacing decreases or increases from S/D = 0.5. There
fore, there was more ambient air at room temperature mixed 
with raised plume from the lower cylinder at S/D~ 0.5. This 
explains why the array has the highest heat transfer rate at 
S/D-0.5. 

4 Conclusions 
The experiments have shown that the lowest cylinder in the 

array behaves as a free single cylinder for all cases in which 
the ratio of wall-array spacing to the cylinder diameter S/ 
Z>>0.155. The heat transfer from the upper cylinders of the 
array was affected by the wall-array spacing and the cylinder 
center-to-center spacing. The presence of the wall enhanced 
the heat transfer from the upper cylinders of the array with 
cylinder center-to-center spacing equal to 1,5D and 2D relative 
to the no wall cases, while there was degradation in the cyl
inders' heat transfer capability with cylinder center-to-center 
spacing equal to AD. At the two small cylinders' center-to-
center spacing values, the maximum enhancement for the free 
array occurred at S/D-0.5. The top cylinder had the maxi
mum enhancement, the middle cylinder had the next highest 
enhancement, and the lowest cylinder had the lowest enhance
ment. The space between the array and the wall acts like a 
chimney and creates a wall jet flow. 
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Natural Convection Liquid Cooling 
of a Substrate-Mounted Protrusion 
in a Square Enclosure: A 
Parametric Study 
The coupled conduction and natural convection transport from a substrate-mounted 
heat generating protrusion in a liquid-filled square enclosure is numerically examined. 
The governing steady two-dimensional equations are solved using a finite-difference 
method for a wide range of Rayleigh numbers, protrusion thermal conductivities 
and widths, substrate heights, and enclosure boundary conditions. The results pre
sented apply to liquids with 10<Pr< 1000. It was established that in many situations 
it may be inappropriate to specify simple boundary conditions on the solid surface 
and decouple the conduction within the substrate or the protrusion. Higher Rayleigh 
numbers, protrusion thermal conductivities, and widths enhanced cooling. A var
iation in the substrate height did not affect the maximum protrusion temperature; 
however, the flow behavior was considerably altered. An empirical correlation for 
the maximum protrusion temperature was developed for a wide range of parametric 
values. The enclosure thermal boundary conditions changed the heat transfer in the 
solid region to only a small extent. Immersion cooling in common dielectric liquids 
was shown to be advantageous over air cooling only if the thermal conductivity of 
the protrusion was larger than that of the liquid. 

1 Introduction 
The increasing interest in the study of thermal control of 

micro-electronic equipment can perhaps be attributed to the 
rapid advances in semi-conductor devices fabrication tech
nology. With the incorporation of each generation of new 
devices into electronic systems, the available cooling technol
ogies are re-examined, often leading to the development of 
innovative heat removal methods (Chu, 1986). Current designs 
typically specify device temperatures below 85 °C in order to 
meet overall system reliability goals. A number of thermal 
management strategies for modern mainframe computers are 
discussed by Chu (1986) and Nakayama (1988). 

Single-phase convection heat transfer is frequently employed 
in the cooling of electronic systems. Such applications are 
characterized by geometric complexity, discrete heating, and 
a multitude of heat transfer paths, which often preclude the 
use of available heat transfer correlations. A number of studies 
on single-phase convective cooling applicable to the thermal 
control of electronic equipment were reviewed by Incropera 
(1988). Many of these examine natural, mixed, or forced con
vection air cooling. Due to several desirable features such as 
low cost, design simplicity, and high reliability, passive air 
cooling employing natural convection continues to be of in
terest as discussed by Jaluria (1985a). 

Several investigations of natural convection from discrete 
heat sources in air have been reported. Jaluria (1985b) com
putationally examined the transport resulting from discrete, 
uniform flux strips mounted on an adiabatic vertical surface. 
The effect of component spacing on the surface temperatures 
was discussed. Afrid and Zebib (1989) considered protruding 
heat sources on an adiabatic vertical surface. The heat con
duction within the protrusion and the coupled convection in 
air were examined. Lee and Yovanovich (1989) also considered 

Contributed by the Heat Transfer Division and presented at the ASME Winter 
Annual Meeting, Dallas, Texas, November 25-30, 1990. Manuscript received 
by the Heat Transfer Division November 1, 1990; revision received August 20, 
1991. Keywords: Conjugate Heat Transfer, Electronic Equipment, Natural Con
vection. 

the transport from flush uniform flux heat source on a vertical 
surface. Conduction within the thin substrate was computed 
using a one-dimensional model. Radiation from the surface 
was also accounted for. 

Compared to air, natural convection in liquids is known to 
result in significantly larger heat transfer coefficients, making 
it an attractive cooling option for enclosed electronic systems 
such as some high dissipation power supplies. Use of liquids 
both in single-phase and phase-change systems has recently 
been reviewed by Bergles and Bar-Cohen (1990). A few ex
perimental investigations have examined liquid immersion nat
ural convection in geometries of interest in electronic equipment 
cooling. These studies have considered discrete heat sources 
on vertical surfaces (Park and Bergles, 1987), within enclosures 
(Keyhani et al., 1988), and in vertical channels (Joshi et al., 
1989). 

Limited numerical simulations of the natural convection 
transport in liquid-filled enclosures with discrete heating have 
also been made. Liu et al. (1987) carried out three-dimensional 
computations of natural convection due to a three by three 
array of rectangular protrusions in a dielectric liquid filled 
enclosure. Lee et al. (1987) numerically examined two-dimen
sional natural convection from a single protrusion in a liquid-
filled enclosure. Both of these studies prescribed uniform flux 
conditions on the protrusion faces. In most applications only 
the volumetric energy generation rates within the protruding 
components are avaiable and explicit thermal boundary con
ditions on their surfaces are therefore unknown. 

For a substrate-mounted protrusion in a liquid-filled square 
enclosure Sathe and Joshi (1990) computed both the conduc
tion in the protrusion and substrate, and the natural convection 
in the liquid. Results were reported for a single set of Pr, 
protrusion dimensions and thermophysical properties, and en
closure boundary conditions. The effect of the thermal con
ductivity of the substrate on the maximum protrusion 
temperature was also examined. Comparisons with existing 
experimental data showed favorable agreement. In electronic 
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component cooling applications, a wide variation in the geo
metric parameters, thermophysical properties, and enclosure 
boundary conditions is possible; this area was not addressed. 

The present investigation is a detailed numerical parametric 
study of the coupled conduction and natural convection proc
esses in the cooling configuration considered in our previous 
study. Two-dimensional computations of flow and heat trans
fer are carried out for specified rates of volumetric energy 
generation within the protrusion. The transport characteristics 
are examined for different thermophysical properties of the 
protrusion, and protrusion and substrate dimensions. These 
data are used to obtain an empirical correlation for the max
imum protrusion temperature over a wide range of operating 
parameters. The influence of the enclosure thermal boundary 
conditions on the temperature levels within the protrusion is 
also studied. 

2 Analysis 
A substrate-mounted, uniformly heat-generating protrusion 

enclosed in a liquid-filled square cavity is considered. A sche
matic sketch of the configuration is provided in Fig. 1. The 
protrusion, substrate, and fluid have constant but different 
thermophysical properties. The fluid is assumed to be New
tonian. For specified rates of volumetric energy generation 
within the protrusion, the natural convection in the liquid and 
the coupled conduction processes within the substrate and the 
protrusion are described by the following set of equations. 

2.1 Governing Equations. Assuming a steady-state, lam
inar flow with negligible viscous dissipation and pressure stress 
terms and invoking the Boussinesq approximations, the gov
erning equations are: 

Fluid Region 

d(pu2) d(puv) 

du dv „ 

dx dy 

d2u d2u 

dx dy 

d(puv) 

dx 
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Fig. 1 Schematic diagram of the liquid cooled protruding heat source 
assembly 
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The boundary conditions include isothermal cavity walls at 
temperature tc and the no-slip and impermeable wall conditions 
for the velocity components; i.e., u = v = 0 and / = tc at 
the cavity boundaries. Heat fluxes and temperatures are to be 

Nomenclature 

cp = specific heat at constant 
pressure, J/kg-K 

d = dimension in Fig. 1, m 
d, = substrate thickness, m 

-Fs, = energy fractions leaving the 
bottom, right, top, and left 
faces of the protrusion, re
spectively 

g = gravitational acceleration, 
m/s2 

h = protrusion height, m 
H = enclosure height, m 
k = thermal conductivity, W/m-

K 
L, = dimension in Fig. 1, m 
n = outward unit normal vector 

at the solid surface 
p = pressure, N/m2 

P = nondimensional pressure 
= P/pUl 

Pr = Prandtl number = jxcp/kf 

Q = linear heat generation rate, 
W/m 

Q 

Rc = 

R, = 

Ra = 

S, = 
tc = 

T = 

U = 

un = 

nondimensional heat flux 
crossing the solid surface, 
Eq. (7) 
protrusion to fluid thermal 
conductivity ratio = kc/kf 
substrate to fluid thermal 
conductivity ratio = ks/kf 
Rayleigh number = gpQh3/ 
akf> 
nondimensional clockwise 
contour distance along the 
solid-fluid interface in Ta
bles 2 and 3 
dimensions in Fig. 1, m 
enclosure wall temperature, 
K 
nondimensional temperature 
= U-tc)/(Q/kf) 
vertical velocity component, 
m/s 
nondimensional vertical ve
locity component = u/U0 

reference velocity = (gfiQh/ 
kf)

U2, m/s 

v = horizontal velocity compo
nent, m/s 

V = nondimensional horizontal 
velocity component = v/Ua 

w = protrusion width, m 
x = vertical coordinate, m 

X = nondimensional vertical co
ordinate = x/h 

y = horizontal coordinate, m 
Y = nondimensional horizontal 

coordinate = y/h 
a = fluid thermal diffusivity, 

m2/s 
(3 = coefficient of thermal expan

sion, 1/K 
p = fluid density, kg/m3 

H = dynamic viscosity, kg/m-s 
v = kinematic viscosity, m2/s 

Subscripts 
c = protrusion (chip) 
/ = fluid/liquid 

max = maximum 
s = substrate 
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matched at the interfaces of dissimilar materials. The following 
scheme is used to nondimensionalize the governing equations 
and boundary conditions: X = x/h, Y = y/h, U = u/Uot V 
= v/U0, T = (t-tc)/(Q/kf), and P = p/pU2

0 where U0 = 
(gfiQh/kf)l/2 is a reference velocity. As a result of the non-
dimensionalization, the governing parameters are: Pr = p,cp 
/kf, Ra = gPQh3/akfv, Rc = kc/kf, Rs = ks/kf, Sb/h, d/h, 
L,/h, S,/h, d,/h, and w/h. The various symbols have been 
defined in the Nomenclature. 

2.2 Numerical Procedure. The governing Eqs. (l)-(6) 
were discretized using a finite difference technique wherein the 
control volumes for the temperature were staggered from those 
for the velocities. The faces of the temperature control volumes 
coincide with the interfaces of dissimilar materials. Power law 
variation was used for the interpolation of the dependent vari
ables. Abrupt changes in the diffusivities, such as those en
countered in the present problem, were handled effectively by 
using the harmonic-mean formulation. The details of the nu
merical procedure can be found from Patankar (1980). The 
discretized equations were solved iteratively using the line-by
line TDMA (Tri-Diagonal Matrix Algorithm) and the SIM
PLER procedure (Patankar, 1980). 

Even though separate equations are written in the fluid and 
solid regions, the solid region was numerically simulated by 
letting its viscosity be very large. Thus the same momentum 
equation was solved throughout the computational domain. 
Similarly, heat sources and property values were appropriately 
specified in each region and only one energy equation was 
solved in the entire computational domain. The flux matching 
conditions were satisfied implicitly in the present formulation. 

Test computations were performed on a series of grids rang
ing from 10 X 10 to 60 x 60 control volumes. The grid points 
were densely packed above the protrusion after preliminary 
runs on coarser grids showed that the flow was thermally 
stratified below the protrusion. It was determined that in
creasing the grid points from a 45 X 50 to 60 x 60 nonuniform 
mesh resulted in less than 2 percent changes in the maximum 
temperature, protrusion heat fluxes, and the maximum fluid 
velocities. A 45 X 50 nonuniform grid was then used in the 
rest of the computations. Convergence was assumed when the 
change in the dependent variables in successive iterations was 
no more than 0.005 percent. An overall energy balance was 
computed as the difference between the total heat generation 
rate and the net rate of energy loss through the cavity bound
aries. In most cases, a balance of better than 0.1 percent was 
achieved, with the energy balance in the worst case being no 
more than 1 percent. 

The computational times on an IBM-370/3033 computer 
ranged from 200-400 CPU minutes for computations started 
with u = v = 0 and t = tc throughout the cavity. The run 
times could be reduced in a few cases when computations were 
commenced with earlier solutions as initial guesses. 

The numerical code was validated by solving the problem 
of natural convection in an air-filled cavity with vertical iso
thermal hot and cold walls and horizontal adiabatic surfaces. 
A comparison of the overall Nusselt numbers with the nu
merical results of Raithby and Wong (1981) for a cavity aspect 
ratio 5 and Rayleigh numbers 104 and 105 yielded agreements 
better than 0.8 percent. 

3 Computational Results 
Numerical computations were performed for a range of gov

erning parameters that may be encountered in actual appli
cations. These input levels are collected in Table 1. The upper 
limit for Ra was restricted to 107 due to nonconvergence of 
the numerical procedure for higher Ra. To get an idea of the 
Ra values corresponding to given input power levels, for ex
ample, 0.1 W generated in a 10 mm x 10 mm x 25 mm long 

Table 1 Parameter values used in numerical computations 

Parameter Value(s) 

Pr 

Ra 

Rs 

Rc 

Sb/h 

St/h 

d/h 

dt/h 

Lt/h 

w/h 

25 (ah 

103-10' 

10 

0.1-1 

4.5 

4.5 

2 

1.5 

0-4 

0.25 

protruding source, would yield Ra of the order of 107 and 105, 
respectively, in commercially available dielectric fluids FC-75 
and FC-71. The corresponding Ra in water and air are 105 and 
104, respectively. 

The fluorinert liquids FC-75 and FC-71 have Pr of about 
25 and 1400 at 300 K, respectively (3M Corp., 1985). A set of 
calculations was performed with a fixed Ra of 107 for Pr 
= 10, 100, and 103 to study the Prandtl number effect. It was 
revealed that the maximum temperatures changed negligibly 
when Pr was varied over the wide range mentioned above. All 
subsequent computations were done for Pr = 25, characteristic 
of FC-75. However, the dimensionless protrusion temperature 
levels are applicable to liquids with 10 < Pr < 1000 due to 
the relatively weak additional dependence of the transport 
within the solid on Pr, once the fluid properties are incor
porated into Ra. 

As seen in Table 1, the substrate conductivity was ten times 
that of the fluid, i.e., Rs = 10. Such a ratio represents a 
substrate made of a combination of epoxy-glass, copper, or 
ceramic laminates, with an effective thermal conductivity of 
0.6 W/m-K; along with the fluid FC-75 that has a thermal 
conductivity of 0.06 W/m-K (3M Corp., 1985). It was shown 
in our earlier study (Sathe and Joshi, 1990) that for Rs> O(l), 
conduction through the substrate is an important cooling 
mechanism and must be accounted for. The maximum tem
perature occurring in the chip was shown to decrease with an 
increasing Rs. For Rs > 100 or Rs < 1, the maximum temperature 
changed negligibly with a change in Rs. 

In the following, for a fixed Rs of 10, the value of Rc was 
varied over a wide range, from 0.1 to 103. Such a variation 
may be encountered in practice due to the fact that different 
packages have widely varying amounts of silicon, air gaps and 
heat spreading and encapsulation materials. The influence of 
Rc, L,/h, and w/h on the heat transfer and fluid flow is studied 
for different Ra. The resulting trends are first presented for 
conditions when all enclosure walls are maintained at a uniform 
temperature of tc. Effects of changing the enclosure surface 
thermal conditions on transport from the heat source are then 
examined. 

3.1 Effect of Protrusion Thermal Conductivity, Rc. The 
streamlines and isotherms for different Rc are shown in Fig. 
2 for Ra = 106. The flow is characterized by a primary clockwise 
circulation in the upper right portion of the cavity due to the 
buoyancy effects arising from the heated protrusion. A sec
ondary counterclockwise cell is evident above the substrate, 
resulting from a combination of the buoyant force generated 
due to conduction across the substrate and the splitting of the 
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Fig. 2 Streamline and isotherm patterns for various Rc when Ra = 
w/h = 0.75, and LJh = 2: (a) Rc = 1, (b) Rc = 10, and (c) Rc = 100 

10", 

flow at the top boundary. The fluid below the protrusion is 
almost stagnant and thermally stratified, as indicated by the 
isotherms. We note that the flow patterns for 1 <RC< 100 are 
almost identical. 

The temperature distribution inside the protrusion is almost 
symmetric about its centroid. It is interesting to note that the 
temperatures far away from the protrusion are not affected 
appreciably by a change in Rc. For 1 <RC< 100, the temper
ature distribution for T<0.03 is almost identical. A decrease 
in Rc is associated with an increase in the thermal resistance 
of the protrusion and hence an increase in the maximum tem
perature Tm!tx occurring within the protrusion. The isotherms 
indicate that the temperature drop within the protrusion is as 
much as 80 percent of the total temperature variation in the 
enclosure for Rc=l. The corresponding levels are 25 and 5 
percent, respectively, for Rc= 10 and 100. Thus for Rc> 100, 
the internal thermal resistance of the protrusion is almost neg
ligible. 

Interesting heat transfer trends are revealed when the solid 
surface temperatures are examined for various Rc in Fig. 3. 
The coordinate s is the clockwise contour distance along the 
solid-fluid interface starting from the origin. The ranges of s 
corresponding to the various surfaces in Fig. 1 are provided 
in Table 2. Higher temperatures occur on the protrusion faces 
(2 < 5 < 4.5) compared to the substrate surfaces, due to the heat 

v 
Q. 
E 

3 

O 
05 

Fig. 3 Solid-Fluid interface temperatures for different /?„. The distance 
s is the contour length along the interface as defined in Table 2. The 
computations are for Ra = 10 , w/h = 0.75, and {.//) = 2. 

generation within the protrusion. A local maximum is evident 
at s= 10 due to heating via substrate conduction. 

A low value of Rc results in large temperature variations on 
the protrusion faces. For example, the temperature deviations 
are as high as 25 percent about the mean for Rc = 1. For Rc = 10, 
the corresponding variation is only 6 percent. The protrusion 
faces are nearly isothermal for Rc= 100. It is thus clearly dem
onstrated that simplistic conditions cannot be assigned to the 
solid surfaces for many actual cases. The maximum temper
ature on a particular protrusion face seems to occur approx
imately at the midpoint of that face for all Rc. We note that 
the substrate surface temperatures change only marginally due 
to a change in Rc, unlike the protrusion face temperatures. 

Figure 4 shows the dimensionless heat flux from the solid 
into the fluid, defined as: 

Q = 
R, 

(RaPr)1/z \dN. 
df 

(7) 

where the subscript /' represents either c or s depending upon 
whether the interface is a protrusion-fluid or substrate-fluid 
interface, respectively. The quantity (dT/dN)j is the dimen
sionless temperature gradient in the direction normal to the 
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Tabie 2 Ranges of s corresponding to different solid-fluid interfaces; 
w/h = 0.75, t / / i = 2 

Surface no. 

in Fig. 1 

1 

2 

3 

4 

5 

6 

7 

8 

X 

0 t o 2 

2 

2 to 3 

3 

3 to 5 

5 

0 t o 5 . 

0 

Y 

0 

0.0 to 0.75 

0.75 

0.0 to 0.75 

0 

-1.5 to 0 

-1.5 

-1.5 to 0 

s 

0.00 to 2.00 

2.00 to 2.75 

2.75 to 3.75 

3.75 to 4.50 

4.50 to 6.50 

6.50 to 8.00 

8.00 to 13.00 

13.00 to 14.50 

to 

a -, 

6 -

4 -

2 -

0 -

-2-

X 

Rc=1 

i 

L - ^ jnnma^^^^^^'flfeaBinnm 

Fig. 4 Effect of Rc on the heat flux across the solid-fluid interface 
when Ra = 106, w/h = 0.7S, and L,/h = 2; distance s is defined in Table 2 

surface evaluated on the solid side of the interface and n is 
the unit outward normal vector to the solid surface. The heat 
flux is positive when energy transfer is from the solid to the 
fluid. The temperature gradient is calculated using the har-

« 0.5 

Rc 

Fig. S Energy rate fractions F,-Ft leaving the four protrusion faces as 
a function of Rc and Ra. The subscript 1,2,3 and 4 represent the bottom, 
fluid-side, top, and substrate-side faces of the protrusion, respectively. 
The computations are for w/h = 0.75 and t / / j = 2. 

monic mean formulation (Patankar, 1980). We note that even 
though the heat flux is undefined at the corners, the points 
corresponding to various locations on each surface in the figure 
are shown joined by straight lines to aid the eye. 

The heat fluxes are substantially higher at the protrusion 
surfaces than at the substrate surfaces. The substrate surface 
heat fluxes are largely unaffected by a change in Rc, but this 
is not true for the protrusion surfaces. As for the temperatures, 
at low Rc the heat flux variations go through local maxima 
near the protrusion mid-faces owing to the high thermal re
sistance of the protrusion. However, at higher Rc of 10 and 
100, the increased fluid-side thermal resistance compared to 
that on the solid side is the dominant factor affecting the heat 
flux distribution. 

For Rc= 100 no extrema are observed in the heat fluxes over 
the various protrusion faces. The region near 5 = 2 is largely 
diffusion-dominated due to the stagnant flow in that region. 
The heat flux then increases as s is increased beyond 2 over 
the bottom face due to an increase in fluid velocity. A sharp 
increase is observed for larger s due to the substantially higher 
velocities in the vicinity of the vertical protrusion face. The 
heat flux then decreases over the vertical protrusion face as 5 
is increased further due to the growth of the thermal boundary 
layer. The heat flux continues to decrease further when s is 
increased over the top face due to further warming of the fluid 
in addition to the slowing of the fluid over the top surface to 
form another region of low fluid velocities near the vertical 
substrate surface. It must be noted, however, that the average 
heat flux values over each protrusion face do not change sub
stantially with a change in Rc. Also, it is interesting that the 
heat flux in the vicinity of s = 6 is negative, implying that the 
fluid is warm enough to lose heat to the substrate in that region. 

Shown in Fig. 5 are the fractions of the total power generated 
that pass through the bottom, right, top, and left sides of the 
protrusion, represented byF!, F2, F3, andF4, respectively. For 
Rc = 0A, the internal thermal resistance of the protrusion is 
high enough so that the heat transfer is symmetric with respect 
to the centroid of the protrusion resulting in F2 = F4 and Ft = F3. 
Not that F2>F3 because w/h = 0.75, so that more surface area 
is available on the vertical protrusion face than the horizontal 
face. Also, for Rc = 0A, there is a negligible effect of Ra on 
the mechanism of heat dissipation from the various protrusion 
faces due to the large protrusion thermal resistance. When Rc 
is increased beyond 0.1, substrate conduction becomes the 
dominant mechanism of heat removal from the protrusion, as 
seen from the values of F4. 

From Fig. 5 it is clear that the substrate conduction assumes 
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Fig. 6 Maximum temperature Tmn for various Rc and Ra when w/h = 0 75 
and L/h = 2 

greater importance for lower Ra due to the reduction on fluid 
velocities for the same power input. For Ra= 105 and Rc> 10 
as much as 45 percent of the generated energy is being removed 
via the substrate, clearly demonstrating the importance of sub
strate conduction in actual cases. For Rc> 10 the thermal re
sistance of the protrusion is negligible so that further increase 
in Rc does not bring about substantial changes in the various 
fractions. It is seen that the top and bottom faces each con
tribute to no more than 20 percent of the input power removal 
owing to lower fluid velocities near those faces, in addition to 
smaller face lengths. 

The maximum temperature is often of significance to ther
mal designers from the viewpoint of reliability of electronic 
components. Such a maximum nondimensional temperature 
occurring within the protrusion is seen in Fig. 6 for different 
Rc and Ra. As expected, an increase in Rc decreases the thermal 
resistance of the protrusion, thereby lowering the maximum 
temperatures. Only a marginal cooling enhancement results 
when Rc is increased further beyond 10. The maximum tem
peratures are more sensitive to Ra when Rc is higher due to 
lower protrusion thermal resistances. For Rc< 1, only a small 
change in maximum temperatures results when Ra is changed 
by two orders of magnitude. For Rc> 10, the maximum tem
peratures drop by as much as 40 percent when Ra is increased 
from 105 to 107. As explained previously, Ra obtained in air 
is two orders of magnitude less than those in liquids for the 
same power input in a chip. This fact implies that liquid im
mersion cooling would be beneficial compared to air-cooling 
only for packages whose internal thermal resistances are not 
too large, such that Rc> 1. 

3.2 Effect of Protrusion Width, w/h. Figure 7 shows a 
comparison of the isotherms and streamlines for w/h = 0.25 
and 1.25, all other parameters being identical. The same rate 
of net heat generation is applied uniformly over the entire 
protrusion for both widths. It is noticed that the isotherm 
pattern is altered only in the vicinity of the protrusion by 
changing its width. The maximum temperatures occur close to 
the centroid of the protrusion for the two widths. An exam
ination of the streamline patterns reveals similar flow structures 
with a main clockwise cell in the right top corner and a sec
ondary anticlockwise circulation above the substrate. A slightly 
more vigorous flow is evident for the larger width. 

The protrusion face temperatures are seen for different 
w/h and Ra in Fig. 8. The contour distance 5 along the pro
trusion face is defined in Table 3. Curves for different w/h 

(a) 

(b) 

Fig. 7 Streamlines and isotherms for different protrusion widths when 
Ra = 106, Rc = 10, and L/Ai = 2: (a) w/h = 0.25 and (b) w/h = 1.25 
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Fig. 8 Effect of Ra and protrusion width on the protrusion face tem
peratures. The contour distance s along the protrusion faces is defined 
in Table 3. Computations are for L,/h = 2 and Rc= 10 

span different 5 ranges, due to changing protrusion face lengths. 
As seen in Fig. 3, the maximum temperature on each protrusion 
face occurs near its midpoint. The temperatures are lower for 
larger protrusion widths due to availability of larger heat trans
fer area. The vertical face is warmer on the average than the 
top and bottom faces when w/h = 0.25, while it is cooler than 
the top and bottom faces when w/h = 1.25. This follows from 
the fact that a width smaller than the height results in a lower 
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Table 3 Ranges of s corresponding to protrusion surfaces for different 
w/h 

s 

Surface no. >•--

in F i g . 1 w/h=0.25 w/h=0.75 • w/h=1.25 

2 2.00 to 2.25 2.00 to 2.75 2.00 to 3.25 

3 2.25 to 3.25 2.75 to 3.75 3.25 to 4.25 

4 3.25 to 3.50 3.75 to 4.50 4.25 to 5.50 

Fig. 9 Energy rate fractions F, -F4 passing through the protrusion faces 
for different Ra and w/h for LJh = 2 and ft, = 10. The subscripts 1 -4 denote 
the bottom, right, top, and left faces of the protrusion, respectively. 

protrusion thermal resistance in the horizontal direction com
pared to in the vertical direction, and vice versa. The top face 
is always warmer than the bottom face owing to warmer fluid 
present in the vicinity of the top face. Similar trends are seen 
for both Ra= 106 and 107; however, the temperature levels are 
lower for higher Ra due to enchanced circulation in the cavity. 

The energy rate fractions through the four protrusion faces 
are seen in Fig. 9 for different w/h. The trends and fractional 
levels are similar for Ra=106 and 107. An increase in the 
protrusion width results in larger surface area at the top and 
bottom faces. The fractions passing through the bottom and 
top faces, Fj and F3> respectively, increase almost fourfold 
when w/h is increased from 0.25 to 1.25. The substrate con
duction effect is stronger for smaller widths with as much as 
50 percent of the total input power being lost through the 
substrate for w/h = 0.25. 

Shown in Fig. 10 is the effect of w/h on the maximum 
temperature occurring within the protrusion. The temperatures 
drop by approximately 14 and 18 percent for Ra= 10 and 107, 
respectively, when w/h is increased from 0.25 to 1.25. The 
drop is lesser for larger w/h because even though the heat 
transfer surface area is increasing, the increasing frictional drag 
on the fluid decreases the rate of cooling enhancement. In 
actual applications, w/h cannot be increased arbitrarily be
cause of space limitations. 

3.3 Effect of Substrate Height, L,/h. Computations per
formed for varying substrate heights revealed a negligible 
change in temperatures within the protrusion when L,/h was 
increased from 2 to 4 with Rc= 10, and Ra = 106 and 107. Minor 

0.2 0.4 0.8 1.0 1.2 1.4 

Fig. 10 Effect of Ra and w/h on the maximum temperature rm,,x for 
L/h = 2and ft, = 10 

Streamlines Temperature Contours 

Fig. 11 Streamlines and isotherms for /.,//? = 4, Ra = 
w/h = 0.75 

106, ft, = 10, and 

differences in the flow patterns and isotherms were, however, 
revealed. Shown in Fig. 11 are the isotherms and streamlines 
for Lt/h = 4. We note that the temperature patterns for 
L,/h = 4 differ from those when L,/h = 2 (Fig. 2b), for all other 
conditions identical, only in the region where the additional 
substrate material is present. When the substrate length is 
increased, the flow pattern behind the substrate is modified 
so that the secondary cell is at the back of the substrate in Fig. 
11 instead of on top of it as seen in Fig. 2(b). 

An interesting phenomenon was observed for L,/h < 1. Flow 
rising above the protrusion swayed with iterations after a large 
number of iterations and convergence of the steady-state scheme 
could not be achieved. For the limiting condition of L, = 0 the 
present configuration simulates a plume flow. Periodic swaying 
of thermal plumes above heated line sources is well documented 
(Eichhorn and Vedhanayagam, 1982). The temperatures within 
the protrusion did not appear to fluctuate significantly after 
a large number of iterations, and attained values close to those 
for L,/h> 1. For L,/h> 1, no swaying was observed, since the 
presence of the longer wall aids in stabilizing the flow due to 
the Coanda effect wherein plumes and jets tend to attach 
themselves to adjacent walls. 

3.4 Effect of Enclosure Thermal Boundary Condi
tions. It is possible to reduce the dimensional temperature t 
at a location within the protrusion by lowering the sink tem
perature tc alone, keeping Q, kj, and all the nondimensional 
parameters constant since t = tc+ QT/kf. For higher power in
puts in the electronic components, a lower tc may well be 
required to maintain the temperature of the component within 
admissible limits. However, a lower tc increases the power 
consumption of the heat exchanger. It is thus of practical 
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Streamlines Temperature Contours 

(a) 

(e) 

Fig. 12 Effect of enclosure thermal boundary conditions on the heat 
transfer and fluid flow when Ra = 10e, R„ = 10, L/h = 2, and w/h = 0.75. 
Streamlines and isotherms are for the conditions defined in Table 4: (a) 
Case 1, (b) Case 2, (c) Case 3, (d) Case 4, and (e) Case 5. 
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Table 4 Description of the thermal boundary conditions at the cavity 
walls 

Case Wall condition 

baseline t=tc at all walls 

1 adiabatic bottom wall, t=tc at remaining walls 

2 ' adiabatic top wall, t=tc at remaining walls 

3 adiabatic left vertical wall, t=tc at remaining walls 

4 adiabatic right vertical wall, t=tc at remaining walls 

5 t=tc at top wall, all other walls adiabatic 

interest to determine the changes in the protrusion tempera
tures if one or more walls were insulated instead of being 
maintained at tc, so that fewer than four heat exchangers are 
utilized. Table 4 summarizes the different types of thermal 
boundary conditions investigated. 

Figure 12(a) shows the streamlines and isotherms for case 
1 when the bottom wall is insulated. A comparison with Fig. 
2(b), the baseline case, reveals almost identical temperature 
and flow distribution. This is somewhat expected since the 
fluid is almost thermally stratified below the protrusion and 
hence the bottom heat exchanger contributes negligibly to the 
overall cooling. When the top wall is adiabatic as in Fig. 12 (b), 
the overall circulation strength drops due to the accumulation 
of warmer fluid in the vicinity of the top wall compared to 
the baseline case. Large horizontal temperature gradients are 
observed near the top portion of the vertical walls where the 
fluid loses heat to the enclosure. The maximum protrusion 
temperature rmax is only 6.6 percent higher than for the baseline 
case. 

The streamlines and isotherms for the cases when the left 
and right vertical walls are insulated are depicted in Figs. 12 (c) 
and 12 (d), respectively. For both of these conditions the fluid 
in the bottom half of the cavity is warmer than in the baseline 
case. The temperature distribution inside the solid for these 
two cases is almost identical. When the left vertical wall is 
insulated, the fluid between the substrate and the left wall is 
warmer than the baseline case. This results in a lower buoyant 
force and velocities in that region, thus increasing the pressure. 
Thus the main flow above the protrusion is pushed toward the 
right to a greater extent as it leaves the substrate as compared 
to the baseline case. 

The opposite effect is seen when the right vertical wall is 
insulated, where the main flow above the protrusion is not 
pushed to the right to as great an extent as in the baseline case. 
With equal buoyant forces on each side of the substrate, the 
stagnation region at the top wall would lie close to the vertical 
centerline of the substrate. Though the flow patterns show 
marked difference in Figs. 12(c) and 12(d), the flow patterns 
in the vicinity of the protrusion are almost identical and Tmax 
for both cases 3 and 4 is only approximately 7.75 percent higher 
than in the baseline case. 

It was observed for the situations when all the walls were 
Maintained at tc that temperature gradients at the enclosure 
boundaries were the largest near the top wall. It is thus of 
interest to investigate the possibility of only using the top heat 
exchanger, with other walls insulated. Streamlines and iso
therms for such a case are shown in Fig. 12 (e). The temperature 
gradients near the top wall are much steeper than in the other 
cases. The flow does not appear to be stagnant below the 
protrusion. The maximum temperature within the protrusion 
is higher by as much as 28 percent, compared to the baseline 
case. 
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4 A Correlation For Maximum Protrusion Tempera
ture 

Since the maximum protrusion temperature, Tmax, is of great 
interest to designers of electronic components, an empirical 
correlation has been developed for it as a function of all the 
relevant governing parameters. The resulting correlation for 
the isothermal walls boundary condition is as follows: 

Tmax = f ( 0 .1^° - 8 y / 2 + (0.277Ra-0133)3/2i2/3 . 

x{0.6 + 0 .9e- 0 1 ^j | 1 . 2 - 0 . 3 ( W / / ? ) + 0.1(W//J) 2) (8) 

Equation (8) correlates all of our numerical data within ± 12 
percent, and 67 percent of the numerical data within ± 5 percent 
for the following wide range of governing parameters: 
0.1 <i? c< 103, 0.1 <RS< 103, 0.25<w/h< 1.25, 10 5<Ra< 107, 
PT>10,0.3<dt/h^3,Ll/h>l,d/hs:2,Sl/h>4.5,Sb/h>4.5. 
Note that Tmax changes by more than an order of magnitude 
over the ranges mentioned above. For a smaller range of 
0.1 <RS< 10, all the numerical data are correlated within ± 6 
percent. 

The expression in the first curly bracket in Eq. (8) has been 
derived using the technique proposed by Churchill and Usagi 
(1972) for data that have two asymptotic limits. For fixed set 
of other parameters it predicts independence of Tmax with Ra 
for small Rc and independence of Tnax with Rc for large Rc as 
was seen in Fig. 6. Also, some of the parameters do not appear 
explicitly in the correlation because for a change in these pa
rameters in their correponding ranges above, Tmax changed 
negligibly. It is noted that for the numerical runs performed 
in our earlier study (Sathe and Joshi, 1991) for water as the 
fluid (Pr = 8), 5 x l 0 4 < R a < 6 x l 0 5 , Rc = 24.2, i?5 = 0.24, w/ 
A = 0.78, d,/h = 1.625, d/h = Lt/h = 2.5, and S,/h = Sb/h = 5, 
the computed Tmax agree with the correlation, Eq. (8), within 
5 percent. 

Conclusions 
Heat transfer and fluid flow arising from a substrate-

mounted protruding heat source immersed in a liquid-filled 
square cavity were examined numerically. The effects of Ray-
leigh number, Prandtl number, substrate and protrusion di
mensions, protrusion properties, and cavity thermal boundary 
conditions on the steady-state heat transfer and fluid flow were 
studied. In most cases, the fluid below the protrusion was seen 
to be thermally stratified with a primary cell in the top right 
corner of the cavity. A secondary cell was also observed due 
to weaker buoyant forces at the back of the substrate. Flow 
oscillations were observed for smaller substrate heights, when 
L,/h<\. 

It was demonstrated that the solid conduction effects must 
be included in most situations and simplistic solid surface ther
mal conditions are inappropriate. It is shown that liquid cool
ing is preferable to air cooling only if the package internal 
thermal resistance is small enough, i.e., when Rc> 1. The sub
strate height had a marginal effect on the maximum temper
ature occurring within the protrusion. A slight cooling 
enhancement on the order of 10 percent was observed when 
w/h was changed from 0.25 to 1.25. The results of this par
ametric study were used to obtain an empirical correlation for 
the maximum temperature in terms of the relevant nondi-
mensional parameters. 

A number of different boundary conditions at the enclosure 

walls were examined to study their effects on the temperature 
variation within the protrusion. The protrusion temperatures 
did not change significantly when any one of the walls was 
kept insulated instead of at a uniform temperature. Keeping 
only the top boundary at a fixed temperature and all others 
insulated resulted in protrusion temperatures higher by as much 
as 28 percent. 
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Natural Convection in a Partitioned 
Cubic Enclosure 
Numerical solutions are obtained for fluid flow and heat transfer in a cubic enclosure 
with a vertical adiabatic partition. The two zones of the enclosure are connected by 
a single rectangular opening. The partition is oriented parallel to the isothermal 
sidewalls, one of which is heated and the other cooled while the remaining walls 
are adiabatic. Results have been presented for air for the Rayleigh numbers in the 
range Kf-101. The width of the opening is held fixed while the height, relative to 
the enclosure height, is varied from 0.25 to 0.75. The effects of various parameters 
on the flow structure and heat transfer are investigated. The results of the three-
dimensional simulation have also been compared with those for the corresponding 
two-dimensional configurations. 

Introduction 
Natural convection in partitioned enclosures with differ

entially heated sidewalls is of importance in many engineering 
applications. These include: energy transfer in rooms and 
buildings, nuclear reactor cooling, solar collectors, and elec
tronic equipment cooling. A number of studies, both experi
mental and numerical, are available on natural convection in 
partitioned enclosures. Nansteel and Greif (1981, 1984) have 
reported experimental studies of natural convection in a water-
filled enclosure of aspect ratio of 0.5 with both two-dimen
sional and three-dimensional partitions. The Rayleigh numbers 
considered in these studies are in the range 1010-10".Boardman 
et al. (1989) and Neymark et al. (1989) have reported exper
iments for natural convection in a partitioned cubic enclosure 
with a doorway-like opening. In these studies, the effect of 
opening height and width on the heat transfer rate has been 
presented. These experiments are directed toward heat transfer 
in buildings; consequently, the Rayleigh numbers considered 
are greater than 101 . Bajorek and Lloyd (1982) have reported 
a series of experiments in an air-filled two-dimensional enclo
sure with two partial dividers attached to the top and bottom 
walls of the enclosure (i.e., a central opening). Rayleigh num
bers ranging from 105 to 106 were studied. Subsequently, Bilski 
et al. (1986) obtained velocity data for the same configuration. 
In addition to these experimental investigations, several nu
merical studies have also been reported on natural convection 
in partitioned enclosures. These studies have been restricted 
to laminar flows in two-dimensional configurations. Chang et 
al. (1982) and Zimmerman and Acharya (1985) have presented 
numerical results for the geometry of Bajorek and Lloyd (1982). 
Jetli et al. (1986) have studied the effect of partition position 
on heat transfer. Kelkar and Patankar (1990) have reported 
numerical results for two partition arrangements; one of these 
is similar to that of Bajorek and Lloyd (1982), while in the 
other, the partition is located vertically at the center of the 
enclosure. 

The purpose of this paper is to present a numerical study 
of laminar natural convection in a partitioned cubic enclosure. 
The configuration considered is shown in Fig. 1. The enclosure 
is divided into two zones by a vertical partition, which is ori
ented parallel to and located midway between the sidewalls. 
The two zones of the enclosure are connected by a single 
rectangular opening as shown in Fig. 1. The heat transfer 
process in this configuration is dependent on the thermal 
boundary conditions and the geometric configuration, e.g., 
the opening height and width. In the present investigation, 
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results have been obtained for a range of Rayleigh numbers 
and geometric parameters. Detailed local and overall results 
are presented over the range of the parameters considered. 
Computations have also been made for the corresponding two-
dimensional configurations. A comparison of the results for 
two- and three-dimensional enclosures provides an insight into 
the effect of three dimensionality on the heat transfer and flow 
characteristics. 

Mathematical Formulation 
The governing equations are solved for only one-half of the 

cubic enclosure since the flow is symmetric about z = B/2. The 
vertical sidewalls at x=0 and x=L are maintained at temper
atures Th and Tc, respectively. The horizontal walls and the 
endwalls are considered to be adiabatic. The partition is also 
regarded as adiabatic. The flow is considered to be steady and 
laminar, and the fluid properties as uniform except for density. 
The variation of density with temperature is calculated using 
the Boussinesq approximation and considered only in the buoy
ancy term in the momentum equation. The governing equations 
are nondimensionalized by using the following definitions of 
nondimensional variables: 

X=: 

H 
Y= y_ 

H 
Z = : 

H 
(la) 

Fig. 1 The geometry considered 
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u= v= 
(v/H) (v/H) 

(p+pogy) p=-
Po(v/H)2 

A-H 

w=-
T-T0 

Th-Tc 

B 

(v/H) 

-4 -i t*=— 
H 

The resulting governing equations are as follows. 

Continuity 

dU dV dW „ 
— + — + = 0 

dX dY dZ 

x Momentum 

TTdu su Tiau dp 1TT 

dX dY dZ dX 

y Momentum 

dV dV dV dP , Ra 
U — + V — + W — = + V V+—6 

8X dY dZ dY Pr 

Z Momentum 

TTdw zw Jirbw dp lrir 
U-—r+ V-—+W-—= - — + V2W 

dX dY dZ dZ 

Energy 

where 

rr dd „ dd „ , dd 1 2„ 
U — +V — +W — = — V 0 

dX dY dZ Pr 

Ra = 
gP(Th-Tc)H

3 

Pr = cPii 

va k 

The boundary conditions are as follows: 

On all bounding walls: 

U=V=W=0 

0(0, Y, Z) = 0.5 

(lb) 

(lc) 

(Id) 

(le) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8a) 

(8b) 

9(AX, Y, Z ) = - 0 . 5 

dd 
— = 0 a t Y=0, 1 

dd 
—- = 0 a t Z = 0 
dZ 

On the symmetry plane, Z=Az/2: 

dU dV 

with U= V= W=0 on the partition surface, and 

dd 

dZ 
: = 0 

(8c) 

(8d) 

m 

(9a) 

(9b) 

Computational Details 

The governing equations were solved using the finite-volume 
method described in detail by Patankar (1980). The coupling 
between the velocity and pressure fields was handled by the 
SIMPLER algorithm. All computations were performed on a 
44x42x22 (x, y, z) nonuniform grid. The grid for two-di
mensional problems was identical to that in the x-y plane of 
a three-dimensional configuration. A fine grid was employed 
near the solid surfaces. This final grid was decided on the basis 
of a series of exploratory calculations on grids of varying 
fineness. 

Extensive tests were performed to establish the adequacy of 
the chosen grid. First, results were obtained for natural con
vection in a two-dimensional square cavity. The predicted av
erage Nusselt numbers were within 0.05 percent of the reference 
values given by de Vahl Davis (1983). Next, computations were 
performed for several two-dimensional partitioned enclosures, 
and the results were compared with available numerical so
lutions and experimental data. The results from the present 
study were in good agreement with other numerical solutions. 
Figure 2 shows a typical comparison of the present numerical 
solution at Ra= 1.1 x 106 with experimental data of Bilski et 
al. (1986) for a partitioned cavity with a central opening. The 
agreement between calculation and experiment is good. The 
differences are attributed to the use of the Boussinesq ap-

N o m e n c l a t u r e 

Ax = 
A* = 
B = 

b = 

b* = 

<-P ~ 
g = 

H = 

h = 

h* = 

k = 

L = 
Nu = 
Nil = 

Nu, 

aspect ratio, Eq. (Id) 
aspect ratio, Eq. (Id) 
enclosure width, Fig. 1 Nu3D = 
width of opening in the 
partition, Fig. 1 
nondimensional width of Nu3£>,o = 
opening, Eq. (le) 
specific heat 
acceleration due to gravity P = 
enclosure height, Fig. 1 
height of opening in parti- p = 
tion, Fig. 1 Pr = 
nondimensional height of Q = 
opening, Eq. (le) 
thermal conductivity of q = 
the fluid Ra = 
enclosure length, Fig. 1 T = 
local Nusselt number, Eq. r = 
(10) 
average Nusselt number, t* = 
Eq. (11) 
average Nusselt number T0 = 
for two-dimensional enclo
sure Tr = 

Nu2£),o = average Nusselt number 

for nonpartitioned two-
dimensional enclosure 
average Nusselt number 
for partitioned cubic en
closure 
average Nusselt number 
for nonpartitioned cubic 
enclosure 
nondimensional pressure, 
Eq. (lc) 
pressure 
Prandtl number, Eq. (7) 
total heat transfer across 
the enclosure 
local heat transfer rate 
Rayleigh number, Eq. (7) 
temperature 
thickness of the partition 
wall, Fig. 1 
nondimensional thickness 
of partition, Eq. (le) 
reference temperature = 
(Th+Tc)/2 
temperature of the cold 
wall 

T„ 

U 

u 

V 

V 

W 

w 

:, r, z 
x,y,z 

0 

e 
M 
V 

p 
Po 

= temperature of the hot 
wall 

= dimensionless velocity in x 
direction, Eq. (lb) 

= dimensional velocity in x 
direction 

= dimensionless velocity in y 
direction, Eq. (lb) 

= dimensional velocity in v 
direction 

= dimensionless velocity in z 
direction, Eq. (lb) 

= dimensional velocity in z 
direction 

= dimensionless Cartesian 
coordinates, Eq. (1«) 

= Cartesian coordinates 
= coefficient of thermal ex

pansion 
= nondimensional tempera

ture, Eq. (lc) 
= fluid viscosity 
= kinematic viscosity 
= fluid density 
= fluid density at reference 

temperature 
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proximation and the assumption of constant fluid properties 
in the calculations. The computer program was also used to 
solve the natural convection problem in a differentially heated 
cubic cavity. The results are in good agreement with other 
numerical solutions. For example, the average Nusselt number 
at Ra = 106 is within 1 percent of the value reported by Le 
Peutrec and Lauriat (1990), who employed the vorticity-vector 
potential formulation for the Navier-Stokes equations. For 
the present problem, initial computational experiments on finer 
grids and grids of different nonuniformity indicated that the 
average Nusselt numbers are accurate to within 2 percent. 

The iterative solution procedure was terminated when the 
sum of the absolute values of the residuals over all the grid 
points, normalized by suitable reference quantities, for each 
equation fell below 0.01 percent. At this stage, the average 
Nusselt numbers on the hot and cold sidewalls differed by less 
than 0.1 percent. 

Solutions were obtained for a cubic enclosure, i.e., 
Ax=Az—l. The thickness of the partition t* was kept fixed 
at 0.1. The width of the opening b* was maintained constant 
at 0.2 and the height of the opening h* was varied from 0.25 
to 0.75. (Incidentally, the value of b* was erroneously quoted 
as 0.25 in the earlier version of this paper (Karki et al., 1991).) 

Results and Discussion 
In the present investigation, the Rayleigh number was varied 

from 10 to 107. The Prandtl number was fixed at 0.7 (cor
responding to air). 

From the wealth of information generated by the numerical 
solution, only a selection can be presented here. The results 
to be presented include, in addition to the overall heat transfer 
results, some local details of the flow and temperature fields, 
which give insight into the interacting physical processes. Com
putations have also been made for partitioned two-dimensional 
enclosures. A comparison of the results for three-dimensional 
configurations with those for the corresponding two-dimen
sional geometries will provide an indication of the three-di
mensional nature of the flow. 

Velocity Field. The main features of the flow field will be 
described, via velocity vectors, with reference to the case 
Ra=106 and /?* = 0.5. To avoid crowding and overlapping, 
vectors at all grid points have not been shown; instead, they 
are plotted at 15 points in the x direction, 14 points in the y 
direction, and 10 points in the z direction. Figure 3 shows the 
velocity vectors in four x-y (Z = const) planes for this particular 
flow. In the plane Z = 0.093, which is close to the endwall, the 
fluid motion is limited to the narrow regions adjacent to the 

t . , , . , 
i , 
i , . . . . . . . . , 
i - , 

Z = 0.093 Z = 0.307 

ill 
Fig. 3 Flow patterns in x-y planes, Ra = 106, h* = 0.5 

hot and cold sidewalls. In general, the fluid velocities near the 
cold wall are larger than those near the hot wall. The bulk 
fluid motion is inhibited by the presence of the endwall and 
the partition. The flow pattern at Z= 0.093 is typical of the 
flow patterns in the x-y planes that include the complete par
tition. The flow becomes more intense as the opening is ap
proached. This is seen from the velocity vectors in the plane 
Z = 0.307. The location Z = 0.41 is just after the beginning of 
the opening in the partition. The velocities in the upper left 
quadrant are relatively small. It is worth noting that there is 
no discernible flow recirculation in this quadrant. At this Ray
leigh number, there are two sources for the hot fluid in the 
opening: the downward flow along the partition and the hor
izontal flow originating due to flow separation at the hot wall. 
The horizontal flow accelerates as it moves through the opening 
and exits as a jet at an angle. The hot fluid also creeps upward 
along the cold side of the partition. As expected, there is a 
downflow along the cold wall of the enclosure. Along the 
bottom horizontal wall, the fluid moves toward the hot wall. 
The velocity vectors in the symmetry plane (Z = 0.5) show a 
well-defined fluid jet exiting from the opening and impinging 
on the top wall of the enclosure. The fluid velocities in this 
plane are significantly larger than the velocities in other x-y 
planes. It is interesting to note that the velocities in the cold 
zone are larger than those in the hot zone. 

A comparison of the flow patterns in the four x-y planes 
discussed above clearly indicates the presence of strong three-
dimensional effects. The three-dimensional nature of the flow 
becomes more evident by examining the flow patterns in the 
y-z (X= const) planes. The velocity vectors in four represent
ative planes are shown in Fig. 4. The fluid in the plane X= 0.08 
is rising due the presence of the hot sidewall in its vicinity. 
The velocities in the region y>0.5 are relatively small. The 
velocity vector distribution at X- 0.413 depicts a typical flow 
pattern in a y-z plane near the partition in the hot zone. Now 
the presence of the opening in the partition causes the fluid 
to move toward the symmetry plane (Z=0.5). Also note that 
in this plane, the fluid is falling near the Z = 0 endwall, whereas 
in the y-z planes close to the hot sidewall, the fluid rises near 
this endwall. On the y-z planes near the partition in the cold 
zone (e.g., X= 0.587), there is a distinct vortex structure in 
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Fig. 4 Flow patterns in y-z planes, Ra = 106, h* = 0.5 

the upper half. This vortex is caused by the high-velocity jet 
that leaves the opening at an angle, and it becomes stronger 
and more distinct in the y-z planes away from the partition. 
However, near the cold sidewall, the fluid has a global tendency 
to flow downward. This is seen from the velocity vectors in 
the y-z plane X=0.92. Even in this plane, the residual effect 
of the vortex is evident in the upper right corner. Subsequently, 
the vortex structure is completely destroyed by the strong 
downflow near the cold sidewall. This downflow is much 
stronger than the upflow near the hot sidewall. 

Figure 5 shows the velocity vectors in the symmetry plane 
(Z=0.5), at different values of Ra, for the configuration with 
h* =0.5. This figure along with the appropriate plot in Fig. 3 
shows the influence of the Rayleigh number on the flow field. 
It should be noted that the velocity scale for each Rayleigh 
number is based on the corresponding maximum resultant 
velocity. Consequently, the magnitude of the velocity repre
sented by a vector of a given length increases with the Rayleigh 
number. These flow patterns differ primarily in three respects: 
the extent to which the hot fluid penetrates into the low-velocity 
region in the upper left quadrant, the manner in which the 
fluid exits from the opening into the cold zone, and the nature 
of the flow near the opening. 

The extent of the low-velocity region to the left of the par
tition increases with the Rayleigh number. There is a tendency 
for the boundary layer to separate from the hot wall at higher 
Rayleigh numbers. The location at which the boundary layer 
begins to separate from the wall is independent of the Rayleigh 
number. At lower Rayleigh numbers, the hot fluid negotiates 
the partition wall smoothly, turning nearly 180 deg. However, 
at Rayleigh numbers of 106 and above, the fluid exits from 
the opening as a jet at an angle. The inclination of the fluid 
jet from the vertical direction increases as the Rayleigh number 
increases. This flow behavior can be attributed to the increased 
inertial forces caused by the stronger buoyancy effects at high 

Ra = 10s 

Fig. 5 Effect of the Rayleigh number on the flow field for ft* = 0.5 

Rayleigh numbers. Further, at Ra= 104, the flow pattern ex
hibits two eddies, one on either side of the partition. As the 
Rayleigh number increases, the structure of these eddies be
comes less well defined. 

Figure 6 shows the flow fields at Ra= 106 for two opening 
heights. The symmetry plane (Z = 0.5) has been selected to 
show these results because major differences in the flow be
havior occur in the region close to the opening. This figure, 
supplemented by the appropriate plot in Fig. 3, presents the 
influence of the opening height on the flow field. The region 
to the left of the partition is inactive at all opening heights. 
The boundary layer on the hot wall begins to separate at a 
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Fig. 7 Flow field at Ra = 106 for two-dimensional enclosure with h* = 0.5 
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Fig. 6 Effect of the opening height on the flow field at Ra = 106 

location that roughly corresponds to the beginning of the open
ing. A major influence of the opening height is on the behavior 
of the fluid after it enters the cold zone. For small openings, 
the flow negotiates the partition wall smoothly. As the opening 
height is increased, the hot fluid cannot turn around the par
tition wall and. exits as a jet, which impinges on the top wall 
and the cold sidewall. This flow behavior is a consequence of 
the increased throughflow that results from a decrease in the 
flow resistance, as the opening is made larger at a fixed Ray-
leigh number. The inclination of the hot-fluid j et with reference 
to the vertical axis increases with an increase in the opening 
height. These trends are similar to those noticed when the 
Rayleigh number is increased at a given opening height. 

At this point, it is interesting to compare the flow pattern 
in the x-y symmetry plane (Z=0.5) of the three-dimensional 
enclosure with the flow pattern in the corresponding two-di
mensional enclosure. The velocity vectors at Ra= 106 for the 
two-dimensional enclosure with h* = 0.5 are shown in Fig. 7. 
The two flow patterns are markedly different. In the two-
dimensional situation, the fluid near the hot wall penetrates 
deeper into the upper left quadrant leading to a smaller inactive 
zone. Also, there is a significant difference in the manner in 
which the fluid exits from the opening. In the three-dimensional 
case, the fluid enters the cold region as a jet at an angle that 
hits the top wall; in the two-dimensional case, the hot fluid is 
able to flow around the partition wall and it then rises along 
the cold side of the partition. 

j ^ ^ = 

= ^ J 1 
Z = 0.307 

Z = 0.500 Z = 0.410 

Fig. 8 Isotherms in x-y planes, Ra = 106, /)* = 0.5 

Temperature Field. The temperature distribution in the 
enclosure is presented via isotherms in selected x-y planes. The 
isotherms are displayed with increments of 0.05 in the non-
dimensional temperature. Again, the general characteristics 
will be discussed for the specific case of Ra= 106 and h* =0.5. 

Figure 8 shows the isotherms on four x-y planes. The tem
perature distribution conforms to the velocity field discussed 
earlier. In general, the temperature gradients are large near 
the base of the hot wall and near the top of the cold wall. This 
indicates that heat transfer through these parts of the walls is 
greater. In the hot zone, the isotherms are nearly horizontal, 
approximating the temperature distribution in a stably strat
ified fluid. The fluid in the upper left quadrant is nearly at 
the temperature of the hot wall. This trapped hot fluid inhibits 
heat transfer from the upper half of the hot wall. In the x-y 
planes that include the full partition, the fluid near the partition 
in the cold zone is also stably stratified. The temperature dis
tributions in other x-y planes that include the full partition 
are very similar to that shown for Z = 0.093. The only major 
difference is that the extent of the inactive region in the upper 
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Ra = 104 

Fig. 9 Effect of the Rayleigh number on the temperature field for h* = 0.5 

left quadrant increases slightly, as can be seen from the tem
perature distribution on the Z= 0.307 plane. The effect of the 
opening on the temperature distribution is depicted in the x-
y plane 2 = 0.410. As described earlier, for the particular case 
considered, the hot fluid exits from the hot zone as a jet at an 
angle. This hot-fluid jet disrupts the stable stratification in the 
cold zone. The jet impingement results in large temperature 
gradients near the top of the cold sidewall, as is evidenced by 
the clustering of isotherms in that region. The effect of the 
hot-fluid jet becomes more prominent on the planes closer to 
the symmetry plane (Z=0.5). The thickness of the thermal 
boundary layer on the lower region of the hot sidewall decreases 
for increasing values of Z. Also note that on the symmetry 

h* = 0.25 

Fig. 10 Effect of the opening height on the temperature field at Re = 10! 

plane, there is no indication of thermal stratification in the 
cold zone. 

Figure 9 shows the isotherms on the symmetry plane for 
different Rayleigh numbers for a fixed opening height. This 
figure, along with the plot corresponding to Z=0.5 in Fig. 8, 
shows the effect of the Rayleigh number on the temperature 
distribution. At Ra=104, there is no indication of thermal 
stratification in either zone of the enclosure. At such a low 
Rayleigh number, the boundary layers on the hot and cold 
sidewalls are thick, and the temperature gradients across the 
opening are large. As the Rayleigh number is increased, the 
boundary layers on the heat transfer surfaces become pro
gressively thinner and the temperature gradients across the 
opening become less steep. This trend is expected, since now 
most of the temperature drop across the enclosure takes place 
in the boundary layers on the sidewalls, and there is less tem
perature drop across the opening. At high Rayleigh numbers, 
there is a tendency for stable thermal stratification in the hot 
zone and there is a distinct region in the upper left quadrant, 
where the fluid temperature is nearly the same as the hot wall 
temperature. The influence of the hot-fluid jet becomes more 
pronounced as the Rayleigh number is increased. At Ra= 107, 
the isotherms in the lower half of the cold region are nearly 
horizontal, indicating stable thermal stratification in that re
gion also. 

Figure 10 is intended to show the influence of the opening 
height on the temperature distribution. This figure, supple-
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Fig. 11 Isotherms at Ra = 10 for two-dimensional enclosure with 
h* = 0.5 

Ra = 10s 

Nu m a x = 0.99 Numax = 0.55 N u m „ = 7.00 Nil-,,. = 4.(14 

h = 0.75 

Nu„ . = 25.3 Nu„ 22.6 

Fig. 12 Effect of the Rayleigh number on the local Nusselt number on 
the side walls: hot wall (left), cold wall (right) 

mented by the appropriate isotherm plot in Fig. 8, indicates 
that as the opening height is increased, the thermal boundary 
layers on the heated and cooled sidewalls become thinner, and 
the temperature gradients across the opening become less steep. 
For larger opening heights (h*=0.5, 0.75), the temperature 
distribution exhibits jetlike characteristics as it enters the cold 
zone. It is observed that, while the fluid in the hot zone is 
stably stratified at all opening heights, stable stratification in 
the cold zone occurs only at larger opening heights. 

Figure 11 shows the temperature distribution at Ra = 106 for 
a two-dimensional configuration with h* =0.5. The isotherm 
pattern for the two-dimensional configuration is very different 
from that on the symmetry plane of the three-dimensional 
configuration. The extent of the inactive region in the upper 
left quadrant is much smaller in the two-dimensional enclosure. 
The thermal boundary layer near the top of the cold wall is 
much thinner in the three-dimensional configuration, due to 
the hot-fluid jet impinging on the cold wall. There is no such 
jet in the two-dimensional enclosure. Further, the temperature 

Fig. 13 Effect of the opening height on the local Nusselt number on 
the side walls: hot wall (left), cold wall (right) 

gradients across the opening are much smaller in the two-
dimensional case. This is the result of smaller flow resistance 
associated with the larger opening area in the two-dimensional 
enclosure. 

Local Heat Transfer Results. In this section, local heat 
transfer results along the hot and cold sidewalls are presented. 
These results are presented in terms of a local Nusselt number, 
defined as 

Nu = 
qH 

k{Th~Tc) 
(10) 

where q is the local heat flux. 
Figure 12 presents the contours of constant local Nusselt 

number on the hot and cold sidewalls at different Rayleigh 
numbers for the configuration with h*=Q.5. In these plots, 
Nuraax is the maximum value of the Nusselt number. 

In conformity with the temperature distribution discussed 
earlier, the heat transfer rates are high on the lower part of 
the hot wall and on the top part of the cold wall. The location 
of maximum heat transfer on both walls is close to the sym
metry plane (Z = 0.5). On the hot wall, the region Y>h* is 
nearly inactive in the heat transfer process. The locally large 
heat transfer rates in the top region of the cold wall result due 
to the impingement of the hot-fluid jet on the cold wall. 

Figure 13 shows the influence of the opening height on the 
local Nusselt number distribution. The opening height pri
marily affects the local heat transfer distribution on the cold 
wall; locally large heat transfer rates are encountered as the 
opening height is increased. As explained earlier, these heat 
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Table 1 Average Nusselt numbers for /)* = 0.5 

Ra 

Nu3 D 

N"3D,0 

Nu2 D 

N"2D,0 

104 

0.33 

1.83 

0.97 

2.24 

105 

1.50 

4.36 

3.32 

4.52 

106 

5.00 

8.76 

7.04 

8.80 

Table 2 Average Nusselt numbers at Ra = 10' 

h* 0.25 0.50 0.75 

Nuon 1.68 5.0 7.32 

transfer rates depend on whether the hot fluid leaving the hot 
zone is able to negotiate the partition wall or exits as a jet that 
impinges on the cold sidewall. 

Overall Heat Transfer Results. In this section, overall heat 
transfer results are presented in terms of an average Nusselt 
number, which is defined as 

Q =H? /36\ 
kW(Th-Tc) W) \dXjx=0 

It should be noted that for the thermal boundary conditions 
employed in this analysis, the integrated heat transfer rate is 
independent of the position x. 

The average Nusselt numbers at different Rayleigh numbers 
for the configuration with h* = 0.5 are presented in Table 1. 
For reference, the average Nusselt numbers for the cubic cavity, 
and partitioned and nonpartitioned two-dimensional cavities 
are also included. 

The heat transfer rate increases with an increase in the Ray
leigh number. This increase is the direct result of larger 
throughflow at higher Rayleigh numbers. A comparison of the 
average Nusselt numbers for two-dimensional and three-di
mensional partitioned enclosures indicates that the three-di
mensional effects are more prominent at lower Rayleigh 
numbers. In terms of a relative difference, defined as 
(Nu2D- Nu3Z))/Nu2fl, for this particular configuration, the ap
proximation of two dimensionality leads to an overprediction 
of average Nusselt number by about 66 percent at Ra= 104. 
However, at Ra= 107 this difference reduces to about 15 per
cent. Here it is of interest to note that the relative difference 
between the average Nusselt numbers for a cubic cavity (three-
dimensional) and that for a square cavity (two-dimensional) 
is less than 5 percent for Rayleigh numbers larger than 105. 
The heat transfer results also indicate that the reduction in the 
cross-cavity heat transfer due to the presence of partitions is 
much more significant in three-dimensional configurations. Of 
course, a three-dimensional enclosure will approach the two-
dimensional limit as the aspect ratio (B/H) and the width of 
the opening are increased. 

The average Nusselt numbers, at Ra=106, for the three 
opening heights considered are given in Table 2. As expected, 

the total heat transfer increases with an increase in the opening 
height. 

Concluding Remarks 
Natural convection in a cubic enclosure with a vertical par

tition has been studied. Results have been presented for a range 
of the values of the Rayleigh number and the opening height. 
Both these parameters have a significant effect of the fluid 
flow and heat transfer characteristics in the enclosure. The 
three-dimensional effects are significant for the Rayleigh num
bers considered in this study. The heat transfer rate increases 
with increasing Rayleigh number and opening height. The av
erage Nusselt numbers for three-dimensional enclosures are 15 
to 66 percent smaller than those for two-dimensional enclosures 
with the same relative opening height. 

Acknowledgments 
The authors are grateful to Professor J. R. Lloyd for bring

ing to their attention the paper by Bilski et al. (1986). This 
research was partially funded by a grant from the Minnesota 
Supercomputer Institute. 

References 
Bajorek, S. M., and Lloyd, J. R., 1982, "Experimental Investigation of 

Natural Convection in Partitioned Enclosures," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 104, pp. 527-532. 

Bilski, S. M., Lloyd, J. R., and Yang, K. T., 1986, "An Experimental In
vestigation of the Laminar Natural Convection Velocity Field in Square and 
Partitioned Enclosures," Proceedings, 8th International Heat Transfer Con
ference, Hemisphere Publishing Corp., Washington, DC, pp. 1513-1518. 

Boardman, C. R., Kirkpatrick, A., and Anderson, R., 1989, "Influence of 
Aperture Height and Width on Interzonal Natural Convection in a Full-Scale 
Air-Filled Enclosure," ASME Journal of Solar Energy Engineering, Vol. I l l , 
pp. 278-285. 

Chang, L. C , Lloyd, J. R., and Yang, K. T., 1982, "A Finite Difference 
Study of Natural Convection in Complex Enclosures," Proceedings, 7th Inter
national Heat Transfer Conference, Hemisphere Publishing Corp., Washington, 
DC, pp. 183-188. 

de Vahl Davis, G., 1983, "Natural Convection of Air in a Square Cavity: A 
Benchmark Numerical Solution," International Journal of Numerical Methods 
in Fluids, Vol. 3, pp. 249-264. 

Jetli, R., Acharya, S., and Zimmerman, E., 1986, "Influence of Baffle Lo
cation on Natural Convection in a Partially Divided Enclosure," Numerical 
Heat Transfer, Vol. 10, pp. 521-536. 

Karki, K. C , Safhyamurthy, P. , and Patankar, S. V., 1991, "Natural Con
vection in a Partitioned Cubic Enclosure," in: Mixed Convection Heat Transfer 
1991, ASME HTD-Vol. 163, D. W. Pepper et al., eds., pp. 139-151. 

Kelkar, K. M., and Patankar, S. V., 1990, "Numerical Prediction of Natural 
Convection in Square Partitioned Enclosures," Numerical Heat Transfer, Vol. 
17, pp. 269-285. 

Le Peutrec, Y., and Lauriat, G., 1990, "Effects of the Heat Transfer at the 
Side Walls on Natural Convection in Cavities,'' ASME JOURNAL OF HEAT TRANS
FER, Vol. 112, pp. 370-378. 

Nansteel, M. W., and Greif, R., 1981, "Natural Convection in Undivided 
and Partially Divided Rectangular Enclosures," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 103, pp. 623-629. 

Nansteel, M. W., and Greif, R., 1984, "An Investigation of Natural Con
vection in Enclosures With Two- and Three-Dimensional Partitions," Inter
national Journal of Heat and Mass Transfer, Vol. 27, No. 4, pp. 561-571. 

Neymark, J., Boardman, C. R., Kirkpatrick, A., and Anderson, R., 1989, 
"High Rayleigh Number Natural Convection in Partially Divided Air and Water 
Filled Enclosures," International Journal of Heat and Mass Transfer, Vol. 32, 
No. 9, pp. 1671-1679. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere 
Publishing Corp., Washington, DC. 

Zimmerman, E., and Acharya, S., 1987, "Free Convection Heat Transfer in 
a Partially Divided Vertical Enclosure With Conducting End Wall," Interna
tional Journal of Heat and Mass Transfer, Vol. 30, No. 2, pp. 319-331. 

Journal of Heat Transfer MAY 1992, Vol. 114/417 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C. J. Ho 
Professor. 

Mem. ASME 

F. J. Tu 
Graduate. Student. 

Department of Mechanical Engineering, 
National Cheng Kung University, 

Tainan, Taiwan 701 

Laminar Mixed Conwection of Cold 
Water in a Vertical Annulus With a 
Heated Rotating Inner Cylinder 
A numerical investigation is made to evaluate the perturbing effect of forced con
vection due to axial rotation of the inner cylinder on natural con vection heat transfer 
of cold water with density inversion effects in a vertical cylindrical annulus. The 
mixed convection heat and fluid flow structures in the annulus are found to be 
strongly affected by the density inversion effects. The centrifugally forced convection 
can result in significant enhancement of the buoyant convection heat transfer of 
cold water with the density inversion parameter being equal to 0.4 or 0.5; thus the 
slow axial rotation of the inner cylinder can be a viable means for heat transfer 
augmentation of cold water natural convection in a vertical annulus. 

Introduction 
Thermally driven convection of cold water is well known to 

be characterized with the existence of a nonlinear density tem
perature relationship having a density maximum at about 4°C 
at atmospheric pressure. This density inversion phenomenon 
commonly results in a rather peculiar convection behavior from 
that observed for ordinary fluids, which follow a linear density 
temperature relationship. Natural convection of cold water in 
enclosures has been studied considerably for various funda
mental geometries. Some of the representative studies of this 
aspect are those of Seki et al. (1975); Vasseur et al. (1983); 
Inaba and Fukuda (1984); Lin and Nansteel (1987a, 1987b); 
Ho and Lin (1988, 1990). It has been established from these 
works that a minimum heat transfer rate arises under the in
fluence of the density inversion at which a bicellular flow 
structure of approximately equal strength and size prevails 
across the enclosure. 

From a standpoint of heat transfer engineering, feasible 
treatment to circumvent the aforementioned inherently mini
mum heat transfer characteristics of cold water may be quite 
desirable. To this purpose, consideration is given in the present 
study to the possible modification in the fluid flow structures 
and heat transfer characteristics of natural convection of cold 
water enclosed in a vertical cylindrical annulus by imposing 
an axial rotation of constant speed Q on the inner cylinder, as 
depicted schematically in Fig. 1. It follows that a buoyant 
rotating (mixed) convection flow arises in a vertical annulus. 
The problem of mixed convection heat transfer in such a phys
ical configuration has recently received considerable attention 
due to its relevance to a wide range of engineering applications 
as well as natural occurrences, such as cooling of rotating 
machinery, rotating heat exchangers, chemical vapor deposi
tion processes, atmospheric circulation, and so on. Few works 
have been reported concerning mixed convection heat transfer 
within a rotating vertical annulus. de Vahl Davis et al. (1984) 
and Hessami et al. (1987) studied numerically the laminar 
mixed convection for air contained in a vertical annulus with 
the inner cylinder and one of the horizontal endwalls rotating 
about the vertical axis in order to simulate the heat transfer 
behavior of a small air-cooled, electric motor. Ball and Farouk 
(1987) conducted a numerical simulation of the buoyant ro
tating convection for air contained in a vertical annulus with 
emphasis on the interaction of buoyancy and centrifugal forces. 
Recently, Ball et al. (1989) supplemented this work with an 
experimental study and made a qualitative description of the 
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transition from a buoyancy-dominated flow regime to one 
dominated by rotation. With increasing rotation a greater in
crease of the heat transfer rate could be obtained in an annulus 
of narrow gap. 

There have been extensive works concerning the classical 
problem of hydrodynamic stability of isothermal flow in an 
annulus between rotating vertical cylinders (Taylor vortex 
flow). Comprehensive reviews of the literature on various as
pects of this flow problem are available in the papers of DiPrima 
and Swinney (1985) and Anson et al. (1989). The effects of 
buoyancy induced by the radial temperature gradient on the 
stability of the Couette flow are the subjects of renewed interest 
to research workers. A numerical study dealing with the buoy
ancy effects on bifurcation phenomenon in annuli of small-
to-moderate aspect ratio was presented by Ball and Farouk 
(1988). Moreover, Ball and Farouk (1989) performed a flow 
visualization study of buoyancy-induced instability on the de
velopment and structure of Taylor vortices in a wide-gap ver
tical annulus of moderate aspect ratio. 

To the authors' best knowledge, there is no other study 
concerning the mixed convection heat transfer of cold water 
enclosed in a vertical annulus with a rotating inner cylinder. 
The present study will therefore focus attention on the per
turbing effect of slow rotation of the inner cylinder on the 
buoyancy convection of cold water, considering the density 
inversion effect via a numerical simulation. 
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Fig. 1 Schematic view of the physical configuration 
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Problem Statement and Formulation 
The vertical annular enclosure as shown in Fig. 1 is formed 

by two concentric cylinders and two horizontal endwalls. The 
inner cylinder of radius /•,• has an axial rotation of constant 
speed fi and is isothermally heated at a fixed temperature 7}. 
Meanwhile, the outer cylinder of radius r0 is the cold wall of 
the annulus at an isothermal surface temperature T0( < Tt) and 
the horizontal endwalls are assumed adiabatic. Moreover, the 
outer cylinder and the horizontal endwalls are stationary. 

The flow of cold water inside the cylindrical annulus is 
assumed axisymmetric, steady, and laminar. According to the 
experimental observations of Snyder and Karlson (1964), Karl-
son and Snyder (1965), and Snyder (1965), the flow configu
ration under consideration remains axisymmetric when the 
magnitude of the radial temperature gradient across the an
nular gap is less than 5°C/cm. Here the temperature gradient 
considered is restricted to be of the order of 1 ° C/cm across a 
5-cm annular gap. The thermophysical properties of water, 
except density, are temperature independent, adhering to the 
Boussinesq approximation. The Boussinesq approximation 
holds for slow rotating flow with small centrifugal acceleration 
(Ball and Farouk, 1987). In the present study the rotation speed 
of the inner cylinder considered is of the order of one revolution 
per minute. Viscous dissipation is negligible. Moreover, the 
body forces considered here include those due to the gravi
tational, centrifugal, and Coriolis accelerations. In terms of 
the vorticity, stream function, swirl velocity, and temperature, 
the flow field and temperature distribution of cold water within 
the annulus are governed by the following dimensionless partial 
differential equations: 

3(«f) 3(wf) GrFr T ( 30* * BT\ _2 3T 

dr + dz Re2 ? V dz dz ? dz 

Gr 30* 
dr Re 

^1 101 L 
dr2* r dr" f+ dz2 T3) CD 

1 d(ruT) d(wT) 

dr dz 

GrFr ud*T 

'' Re2 r 

d_ 

dr r dr 

+ Re[dr2~ 

1 d2t 

l a r cPr 
' r dr + dz2 

d(u&) 3(w0) 1 

dr dz RePr 

d2e l a e a2^ 
dr2 + r dr + dz1 

(2) 

(3) 

(4) 

u= —-

w = 

lty 

r dz 

r dr 3« dw 

dz dr 

f=\t ,\" 

(5a) 

(5b) 

(5c) 

(5d) 

The nonlinear density-temperature relationship of cold water 
was based on the correlation proposed by Gebhart and Mol-
lendorf (1974) given as: 

p(T) = pm(\-rsp\T-Tm\a) (6) 

where pm = 999.9720 kg/m3, rra = 4.29325 °C, a = 1.894816, and 
rsp = 9.297173 X 10_6(°C)~fl 

The dimensionless boundary conditions for the problem un
der consideration are: 

30 
Z = 0OTA, u = w = r = t = 0, — = 0 (7a) 

dz 

1 
r = RR-V M = w = ^ = o , r 

l 

RR 

RR-V 

(RR-iy 

u = w = \P = T = 6 = 0 

?=1 (lb) 

(7c) 

where 

Numerical Method 
The governing equations, together with the boundary con

ditions, were solved numerically by the finite difference method. 
A pseudotransient formulation approach (Peyret and Taylor, 
1983) was employed to obtain the solution to the steady-state 
equations. The partial differential equations were discretized 
using the central difference formulae for the spatial derivatives, 
except the convective terms, and a forward difference formula 
for the pseudo-time derivatives. For the convective terms, the 
second upwind scheme (Roache, 1976) was used. Moreover, 
the boundary conditions for the vorticity were derived using 
the Thom formula (Roache, 1976). The resulting finite dif
ference equations were then solved by the ADI scheme until 
a relative convergence criterion (10 ~5) was met for all the field 
variables of the problem. Furthermore, the steady-state so
lutions were checked with an energy balance across the annulus 
to within at least 2 percent. 

In the present study various uniform meshes that subdivide 
the r and z directions into 41-65 by 41-81 grid points were 
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Fr 
g 

Gr 

h 
H 
k 

Keq 

L 
Nu 
Pr 
r+ 

r 

= 
= 
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exponent of density equation 
aspect ratio =H/L 
Froude number =LQ2/g 
gravitational acceleration 
Grashof number 
= g(rsp)\Ti-T0\

aL3/(v2) 
heat transfer coefficient 
height of the annulus 
thermal conductivity 
equivalent thermal conductiv
ity = Nu-\n(RR)/(RR-l) 
annulus gap = (r0-ri) 
Nusselt number 
Prandtl number 
radial coordinate 
dimensionless radial coordi
nate = r+/L 

Ra 
Re 

n 
r0 

RR 
rsp 

T 
u 
V 

w 

z+ 

z 

a 
r 
f 

Rayleigh number = PrGr 
rotational Reynolds number 
= LQ2/v 
radius of inner cylinder 
radius of outer cylinder 
radius ratio = r0/rt 

coefficient of density equation 
temperature ' 
radial velocity component 
angular velocity component 
axial velocity component 
axial coordinate 
dimensionless axial coordinate 
= z+/L 
thermal diffusivity 
swirl velocity = rv 
dimensionless vorticity 

8 = dimensionless temperature 
= (T-T0)/(Ti-T0) 

0m = density inversion parameter 
= (Tm-T0)/(T,-T0) 

v — kinematic viscosity 
p = density 

\j/+ = stream function 
\p = dimensionless stream function 

= t+/(LiQ) 
Q = rotational speed of inner cyl

inder 

Subscripts 
b = pure natural convection 
/' = inner cylinder 

m = extreme temperature 
o = outer cylinder 
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Fig. 2 Relation of average Nusselt number of pure natural convection 
of cold water versus the density inversion parameter in a unit-aspect-
ratio annulus 
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Table 1 Average heat transfer results of the buoyant rotating convec
tion of air in a vertical annulus of 4 = 10 with Re = 100 and RR = 2 

Gr Nu 

0 

102 

500 

103 

104 

2.127 

2.048 

1.828 

1.749 

2.095 

1.477(1.473)** 

1.420(1.370)* 

1.267(1.324)* 

1.212(1.258)* 

1.452 

* From Ball and Farouk(1987) 

** From the empirical correlation in Ball et al.(1989) 

Fig. 3 Influence of Re on streamlines and isotherms at Ra = 104 and 
4 = 1 

employed, depending on either the aspect ratio or the Rayleigh 
number. The selected meshes were a compromise between the 
computational cost and the resolution of the details of the heat 
and fluid flow fields through a series of grid size tests. For 
instance, for RR = 2, A = 1, 0m = O.4, Re = 100, and Ra= 106, 
the differences in the average heat transfer rate and the max
imum stream function are less than 1 percent between the 
65 X 51 and 81 x 65 grids. The calculations were performed on 
a workstation (Silicon Graphics Personal Iris 4D/20) and re
quired less than 1000 CPU seconds for a typical case. Fur
thermore, validation studies were performed by generating 
solutions for both the pure natural convection of cold water 
and the buoyant rotating convection of air in a vertical annulus, 
and comparing, respectively, with the published results (Lin 
and Nansteel, 1987b; Ball and Farouk, 1987; Ball et al., 1989). 
Temperature distribution, flow patterns, and heat transfer re
sults of the present calculations were found to be in good 
agreement with their results as exemplified in Fig. 2 for the 
results of the average Nusselt number of the pure natural 
convection of cold water, Nu;,, and in Table 1 for the average 

Fig. 4 Influence of Re on streamlines and isotherms at Ra=10 and 
4 = 1 

equivalent conductivity of the buoyant rotating convection of 
air, K€q. 

Results and Discussion 
From the foregoing mathematical formulation, it can be seen 

that the flow field and temperature distribution for the problem 
under consideration are governed by the following parameters: 
the rotational Reynolds number Re, the Rayleigh number Ra, 
the Froude number Fr, the density inversion parameter dm, the 
aspect ratio A, and the radius ratio RR. Similar to the findings 
by de Vahl Davis et al. (1984) and Ball and Farouk (1987), the 
numerical calculations in the present work also indicate that 
the solutions of the problem considered here are insensitive to 
the variation of Fr in the ranges of Re and Ra investigated. 
This is expected from the fact that at low rotational speeds 
considered in the present study, the centrifugal and Coriolis 
components of the buoyancy force are much smaller than that 
induced by the gravitational acceleration. Therefore, the nu
merical results will be presented for Fr = 0 with the following 
values of the relevant parameters: Re =10, 50, 100, 200; 
Ra=103 to 106; 0m = O to \;A = 1 to 8; and £7? = 2. 

Flow Structure and Temperature Distribution. The flow 
structures and temperature distributions of cold water inside 
the vertical annulus will be presented by means of contour 
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Fig. 5 Effect of density inversion on flow structure and temperature 
field at 4 = 1 and Re = 100 

Fig. 6 Streamlines and isotherms at 0m = 0.5 and Ra = 10s, and Re = 100 
for various aspect ratios 

maps of streamlines and isotherms, respectively. Moreover, 
on the isotherm plots the temperature contour corresponding 
to the density extreme, 8m, is traced by a dashed line, when it 
exists. In all the following contour plots the rotating heated 
inner cylinder is on the left; the two numbers within the pa
rentheses beneath the streamline plots denote, respectively, the 
maximum and minimum values of the stream function (mul
tiplied by the Reynolds number in order to provide a better 
indication of the flow strength). 

Figures 3 and 4 illustrate the influence of forced convection 
due to the rotating inner cylinder on the buoyant convection 
flow structure and temperature field for fixed Rayleigh number 
but varying Reynolds number in a unit-aspect-ratio annulus 
with two different values of the density inversion parameter. 
At Ra = 104 it can be seen from Fig. 3 that with 6,„ = 0 as an 
ordinary fluid, the clockwise circulation and the isotherm dis
tribution at Re = 10 resemble closely the pure natural convec
tion, indicating a buoyancy-dominated flow regime. With 
increasing Reynolds number, the resulting greater centrifugal 
force not only induces a growing counterclockwise secondary 
eddy (Taylor vortex) near the upper left corner of the annulus 
but also strengthens the originally buoyancy-driven clockwise 
circulation. As a result, a pattern of bicellular flow is formed 
at Re = 100 for 6m = 0, shown in Fig. 3(c). On the other hand, 
in the presence of the density inversion effect, the buoyancy-
driven flow structures appear to be rather susceptible to the 
influence of the centrifugal force, as can be seen in Fig. 3 for 
(?m = 0.4. The two counterrotating buoyant circulations due to 
the density inversion effect of cold water are seen to be affected 

Journal of Heat Transfer 

( 3 . 1 , -5 .7 ) 
A = 2 

A = 8 

Fig. 7 Streamlines and isotherms at em = 0.7, Ra = 105, and Re = 100 for 
various aspect ratios 

differently by the centrifugal force. At Re = 50 the clockwise 
circulation near the inner cylinder (inner circulation) is inten
sified together with the growth of a counterclockwise secondary 
vortex due to the centrifugal force near the upper corner of 
the annulus, thereby suppressing the buoyancy-driven coun
terclockwise circulation near the outer cylinder (outer circu
lation). With Re increasing up to 100, it can be seen that the 
outer buoyant circulation is diminished and a structure of 
layered counterrotating vortices is detected, resembling the 
Taylor vortex pair observed in isothermal flow configuration. 
This is a clear indication of a centrifugally dominated flow 
regime. Accordingly, the isotherm distribution in Fig. 3 for 
0,„ = O.4 is seen to change from the buoyancy-dominated pat
tern to one dominated by the centrifugally forced convection. 
Further, as is expected, the above effect of the centrifugally 
forced convection is markedly diminished as the Rayleigh num
ber is increased. This can be observed in Fig. 4 for Ra= 105, 
by comparison with Fig. 3. Another important fact that can 
be drawn from Figs. 3 and 4 is that the effect of the centrifugally 
forced convection on the buoyancy-driven convection of cold 
water in the annulus is a function of the density inversion 
parameter as well. 

The dependence of the combined buoyantly and centrifu
gally driven flow and temperature fields of cold water on the 
density inversion parameter is considered next in Fig. 5 (sup
plemented with Figs. 3 and 4 for Re fixed at 100 with Ra== 104 

and 105). A scrutiny of the streamline patterns and isotherm 
distributions for Ra = 104 reveals an interesting influence of 
the density inversion parameter. As the density inversion pa
rameter is increased from 0 to 0.4, the heat and fluid flow 
structures in the annulus are seen to change from a buoyancy-
dominated regime into one that is controlled by the centrif
ugally forced convection. By further increasing the density 
inversion parameter, as shown in Fig. 5, the forced convection 
effect is seen to degrade progressively; and at 8m = 1, buoyancy-
dominated convection heat and fluid flow structures are es
sentially recovered but in an opposite sense of the ordinary 
fluid as 8m — 0 displayed in Fig. 3. Moreover, the increase of 
Rayleigh number tends to promote the foregoing density in
version effect; a convective inversion phenomenon can be read
ily detected at 0„, = O.7 for Ra= 105 (Fig. 5). 

Next, the flow structure and temperature distribution for 
various values of the aspect ratio (A > 1) are exemplified in 
Figs. 6 and 7, respectively, for 0m = O.5 and 0.7 keeping Ra 
and Re constant. In general, the increase of the aspect ratio 
of the annulus results in eddy splitting of the flow structure. 
In the tall annulus, as shown in Fig. 6 (A > 4), the eddy-splitting 
flow structure becomes increasingly pronounced, yielding a 
staggered multicellular flow pattern at A = 8. A closer exam-
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Fig. 8 Variation of local Nusselt number along the inner cylinder at 
Ra = 105 for various Reynolds numbers 

Nu, 

A = 1 
A = 2 

A = 8 

Ni l , 

Fig. 9 Variation of local Nusselt number along the inner cylinder at 
Ra = 10s for various aspect ratios 

ination of the flow structure for A = 8 indicates that the coun
terclockwise circulations are relatively stronger, reflecting the 
presence of the density inversion effect. The isotherms display 
accordingly a wavy distribution. As for 0m = O.7, Fig. 7, the 
foregoing dominance of the split counterclockwise circulation 
near the outer cylinder becomes more distinctive, where the 
clockwise eddy is mainly confined to the lower end of the 
annulus for A = 8. As a result, a natural-convection-dominated 
heat transfer mechanism prevails across the tall annulus, as 
witnessed by the isotherm pattern displayed in Fig. 7. 
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Fig. 10 Relation of average Nusselt number versus the density inver
sion parameter 

Heat Transfer Results. Figure 8 presents the local heat 
transfer coefficient on the inner cylinder of a unit-aspect-ratio 
annulus by means of a local Nusselt number defined as 

hL m 
Nu, = — = — 

k dr (8) 
RR-l 

An overview of the figure finds that the increase in Re causes 
the variation of the heat transfer coefficient along the inner 
cylinder to change from a somewhat monotonic (natural-con
vection-dominated) trend into a rather sinusoidal behavior with 
a minimum value occurring in the vicinity of midplane of the 
annulus. This is another evidence for the transition from the 
natural-convection-dominated regime into that dominated by 
the centrifugally forced convection. In particular, one can no
tice that the increase in the centrifugal force, namely Re, can 
lead to a drastic increase in heat transfer rate for 0„, = O.5, 
which apparently fulfills the main objective of the present study 
to enhance the inherently lower buoyant convection heat trans
fer of cold water due to the density inversion effect. 

In Fig. 9 the variation of the local heat transfer rate, Nu„ 
with the aspect ratio of the annulus is depicted for 0m = O.5 
and 0.7. In general the heat transfer coefficient distributions 
simply reflect the wavy isotherm distributions shown in Figs. 
6 and 7. 

Next, the average heat transfer rate through the inner cyl
inder of a unit-aspect-ratio annulus is presented in Fig. 10 in 
terms of average Nusselt number versus the density inversion 
parameter for three different values of the Reynolds number. 
For Re =10, the average Nusselt number displays a humpy 
variation with the density inversion parameter similar to that 
commonly observed for the pure natural convection heat trans
fer of cold water as displayed in Fig. 2, featuring a minimum 
heat transfer rate at a certain value of the density inversion 
parameter (Lin and Nansteel, 1987b; Ho and Lin, 1990). This 
clearly reflects that natural convection still remains as the dom
inant heat transfer mechanism in the annulus. With Re in
creasing up to 100, a significant modification due to 
centrifugally forced convection in the Nusselt number curves 
can be readily discerned in Fig. 10 for Ra<105. Particularly 
noteworthy is the drastic enhancement of heat transfer rate 
for Ra= 103 and 104; the Nusselt number curves exhibit a local 
maximum at a critical density inversion parameter around which 
a minimum natural convection heat transfer occurs. At higher 
Re = 200 as shown in Fig. 10 the foregoing influence of the 
centrifugal force on the cold water heat transfer characteristics 
becomes further pronounced. This again demonstrates the vi
ability of the heat transfer augmentation induced by the per
turbing rotation of the inner cylinder in the aspect of coping 
with the inherently minimum heat transfer characteristic of 
natural convection of cold water enclosed in the annulus. 
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Table 2 Values of Nu/Nub lor A = 1 and RR = 2 

Ra 

103 

104 

105 

10 s 

em 

0.0 

0.3 

0.4 

0.5 

0.7 

1.0 

Re 

10 

5 0 

100 

2 0 0 

10 

5 0 

100 

2 0 0 

10 

50 

100 

2 0 0 

10 

50 

100 

200 

Re2/Ra 

0.1 

2.5 

10.0 

40.0 

0.01 

0.25 

1.00 

4.00 

0.001 

0.025 

0.1 

0.4 

0.0001 

0.0025 

0.01 

0.04 

8m= 0 

1.000 

1.204 

2.403 

4.303 

0.994 

1.059 

1.443 

2.210 

0.960 

0.968 

1.000 

1.192 

0.927 

0.927 

0.939 

0.871 

0.3 

1.001 

1.361 

2.488 

4.723 

0..989 

1.179 

1.534 

3.182 

1.016 

1.011 

1.041 

1.644 

0.999 

1.007 

1.014 

1.038 

0.4 

1.001 

1.388 

2.923 

4.786 

1.006 

1.252 

2.434 

4.026 

1.015 

0.994 

1.328 

2.067 

1.001 

1.007 

1.028 

1.074 

Wul Tilth 

0.5 

1.001 

1.355 

2.769 

4.782 

0.999 

1.178 

2.238 

3.903 

1.001 

1.081 

1.326 

2.049 

1.001 

1.022 

1.099 

1.243 

0.7 

1.057 

1.277 

2.633 

4;602 

1.004 

1.071 

1.523 

2.693 

1.000 

0.993 

1.201 

1.450 

1.000 

0.999 

1.007 

1.033 

Table 3 Constants of Eq. (9) for RR = 2 and A = 1 

0 

0 

0 

c 

.1727 

.1301 

.1097 

0.0900 

0 

0 

.1457 

.1903 

n 

0.3209 

0.3065 

0.2970 

0.3223 

0.3145 

0.3117 

Ra 

103-

104-

Max. 

1.0 

0.992 

1.145 

2.060 

4.193 

0.990 

1.005 

1.400 

2.154 

1.057 

0.995 

1.009 

1.229 

0.999 

0.998 

1.001 

0.944 

Correlation 

Deviation(%) Coefficient 

-10« 

-106 

104-10« 

104-

104-

103-

•106 

10« 

•106 

2.71 

0.16 

3.58 

1.00 

0.97 

0.70 

0.99982 

0.99999 

0.99894 

0.99992 

0.99992 

0.99989 

To quantify further the effect of the centrifugally forced 
convection on the pure natural convection heat transfer of cold 
water in the annulus, the heat transfer results of the mixed 
convection are presented by means of a ratio of the average 
Nusselt number to that for the pure natural convection, Nu^, 
as tabulated in Table 2 for a unit-aspect-ratio annulus. In
spection of the table reveals that the influence of the centrif
ugally forced convection is a rather complicated function of 
the Rayleigh number arid the density inversion parameter. The 
imposed axial rotation of the inner cylinder does not always 
result in enhancement of the natural convection heat transfer 
of cold water; that is, under certain combinations of Re, Ra, 
and 6m, the opposing effect of the centrifugal and the buoyancy 
forces causes the ratio Nu/Nu4 to be less than unity. In the 
absence of the density inversion effect, 6m = 0, the table in
dicates an aiding mixed convection heat transfer for the pa
rameter Re2/Ra > 0.1; but under the influence of the density 
inversion, 6m>0, no such simple quantitative trend can be 
observed. Nevertheless, it can be noticed from the table that 
the greatest contribution of the forced convection in the heat 
transfer enhancement over the buoyant convection occurs with 
the density inversion parameter being 0.4 or 0.5. For instance, 
with 8m = 0.5 and Re = 200, the enhancement can be more than 
100 percent at Ra= 105 and about 24 percent at Ra= 106. 

Finally, by means of least-squares regression analysis, the 
results of the average Nusselt number for the pure natural 
convection of cold water in a unit-aspect-ratio annulus can be 
well correlated in the form of 

Nu6=C(Ra)" (9) 

where C and n are presented in Table 3 for various density 
inversion parameter. Little success was obtained in an attempt 
to attain a correlation for the mixed convection heat transfer 
results obtained in the present study. 

Concluding Remarks 
The perturbing influence of forced convection driven by the 

axial rotation of the inner cylinder on the buoyancy-driven 
convection of cold water enclosed in a vertical cylindrical an
nulus is studied via a numerical simulation. Numerical results 
obtained in the present study indicate that the mixed convection 
of cold water due to the combined centrifugal and buoyancy 
forces in a vertical annulus is rather complicated by the pres
ence of the density inversion effect. The effect of the centrif
ugally forced convection on the cold water natural convection 
is therefore a function of the Rayleigh number as well as the 
density inversion parameter. Under certain combinations of 
the Reynolds number, the Rayleigh number, and the density 
inversion parameter, opposing effects of the forced and buoy
ant convection arise, resulting in a lower heat transfer rate 
than that of the pure natural convection. On the other hand, 
the heat transfer augmentation due to the aiding forced con
vection appears to be most significant for the density inversion 
parameter being 0.4 or 0.5, around which the minimum heat 
transfer of cold water occurs for the pure natural convection 
in the annulus. Therefore, the imposed slow rotation of the 
inner cylinder can be a viable means to enhance the natural 
convection heat transfer of cold water in a vertical annulus 
with the density inversion effect. 
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Nucleate Boiling Characteristics of 
R-113 in a Small Tube Bundle 
Heat transfer measurements were made during nucleate boiling of R-113 from a 
bundle of 15 electrically heated, smooth copper tubes arranged in an equilateral 
triangular pitch. The bundle was designed to simulate a portion of a refrigeration 
system flooded-tube evaporator. The outside diameter of the tubes was 15.9 mm, 
and the tube pitch was 19.1 mm. Five of the tubes that were oriented in a vertical 
array on the centerline of the bundle were each instrumented with six wall ther
mocouples to obtain an average wall temperature and a resultant average heat transfer 
coefficient. All tests were performed at atmospheric pressure. The majority of the 
data were obtained with increasing heat flux to study the onset of nucleate boiling 
and the influence of surface "history" upon boiling heat transfer. Data taken during 
increasing heat flux showed that incipient boiling was dependent upon the number 
of tubes in operation. The operation of lower tubes in the bundle decreased the 
incipient boiling heat flux and wall superheat of the upper tubes, and generally 
increased the boiling heat transfer coefficients of the upper tubes at low heat fluxes 
where natural convection effects are important. The boiling data confirmed that the 
average heat transfer coefficient for a smooth-tube bundle is larger than obtained 
for a single tube. 

Introduction 
In recent years significant progress has been made in un

derstanding nucleate boiling heat transfer on the shell side of 
tube bundles in order to design improved evaporators for the 
process and refrigeration industries. Leong and Cornwell (1979) 
and Cornwell et al. (1980) conducted a photographic investi
gation of circulation effects in a thin slice of a reboiler tube 
bundle containing 241 electrically heated, 19-mm-dia tubes 
arranged in a square in-line pitch of 25.4 mm. While boiling 
R-113 at atmospheric pressure, they were able to view the 
boiling process in the bundle through one side of the boiler, 
which was made of glass. They deduced the circulation pattern 
within the bundle and observed that the flow pattern changed 
from bubbly flow in the bottom of the bundle to frothy flow 
near the top. The measured heat transfer coefficients showed 
an increasing trend from the bottom of the bundle toward the 
top. 

Yilmaz and Westwater (1980) measured the effect of velocity 
on heat transfer to boiling R-113 on the outside of a single, 
6.5-mm-dia horizontal tube. They found that velocity increases 
improved the nucleate boiling heat transfer coefficients. Corn-
well and Schuller (1982) pointed out that the high values of 
the heat transfer coefficients at the top of a tube bundle cannot 
be entirely explained by an increase in liquid velocity. Using 
high-speed photography, they observed that numerous bubbles 
sliding over and around the top tubes in a bundle create a 
sliding bubble microlayer between the bubble and the tube 
wall, and these sliding bubbles can account for increases in 
the heat transfer coefficient on the upper tubes of as much as 
four times that on the lower tubes. Further work by Cornwell 
and Scoones (1988) and Cornwell (1989) has indicated that 
nucleation occurs only on the lower tubes in a bundle and that 
sliding bubbles and liquid forced convection can account for 
all the heat transfer in the top part of the bundle. 

The influence of tube position within a bundle of smooth 
tubes has been studied extensively by Wallner (1974), Fujita 
et al. (1986), and Chan and Shoukri (1987). These investigators, 
using both square and staggered tube arrangements with a tube 
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pitch-to-diameter ratio of between 1.2 and 2.0, verified that 
the influence of the lower tubes in a bundle can significantly 
increase the heat transfer from the upper tubes, and this in
crease can be predicted by combining pool boiling predictions 
with liquid forced convection predictions. Similar results have 
been obtained for finned tube bundles by Hahne and Miiller 
(1983), Miiller (1986), and Fujita et al. (1986). The influence 
of two-phase convection effects in a bundle has also been 
studied by Wege and Jensen (1984), Hwang and Yao (1986), 
and Jensen and Hsu (1988). 

From the abovementioned results, it is apparent that the 
two-phase interactions that occur in tube bundles during boil
ing can be very complex and can change with heat flux level, 
fluid properties, tube bundle layout, etc. For example, Webb 
et al. (1989) point out that the boiling mechanism in a flooded 
refrigerant evaporator is different from that which occurs in 
a kettle reboiler used in the process industry. This is due to a 
different tube layout in a refrigerant evaporator that restricts 
natural circulation effects and to the presence of vapor quality 
(approximately 15 percent) in the inlet feed at the bottom of 
the bundle. As a result, it is very difficult to use information 
from one type of bundle and fluid combination, and apply it 
to another situation. Instead, a complete range of experimental 
data is needed in the open literature that covers various fluids, 
tube bundle geometries, heat fluxes, and inlet qualities, so that 
theoretical models can be formulated and appropriately eval
uated. This is particularly important in the refrigeration in
dustry where new, alternative refrigerants and refrigerant-oil 
mixtures are being proposed. In addition, no information is 
available regarding the onset of nucleate boiling in a bundle, 
bundle hysteresis effects, and the influence of past history upon 
the incipient boiling condition. These phenomena may be very 
important during startup of a refrigeration or process plant. 

The purpose of the present paper is, therefore, to establish 
additional baseline nucleate boiling data of R-l 13 from a small 
bundle of smooth tubes that represents a section of a refrigerant 
evaporator. Emphasis is placed on the influence of tube po
sition in the bundle upon the incipient boiling point and any 
hysteresis effects common in nucleate boiling processes. The 
data obtained are expected to serve as reference data for com
parison with other refrigerants and refrigerant-oil mixtures 
from bundles of both smooth as well as new enhanced tubes. 
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Fig. 1 Experimental apparatus 

Experimental Apparatus 
The basic experimental apparatus used during this investi

gation is shown in Fig. 1. It consisted of an evaporator and 
condenser arranged to provide reflux operation. The condenser 
included four instrumented test tubes and five auxiliary coils, 
all cooled by a refrigerated mixture of water and ethylene 
glycol. It was designed to permit independent condensation 
studies while using the evaporator as a source of vapor. During 
the present investigation, the condenser was used simply to 
maintain the system pressure near atmospheric conditions. 

The evaporator was designed to simulate a portion of a 
refrigerant-flooded evaporator. It was fabricated from stain
less steel plate and formed into a short cylinder 610 mm in 
diameter and only 241 mm long. Electrically heated tubes were 
cantilever-mounted from the back wall of the evaporator to 
permit viewing the boiling phenomena along the axis of the 
tubes through the lower of two glass windows mounted in the 
front. Figure 2 is a schematic sectional view of the evaporator 
that shows four sets of heated tubes. Two auxiliary heaters, 
each capable of 4 kW, were installed on each side of the test 
bundle to maintain the liquid pool at saturated conditions and 
to provide system pressure control. Five simulation heaters, 
each also capable of 4 kW, were mounted below the test bundle 
in order to simulate additional tube rows in a larger bundle 
and to provide inlet vapor quality into the bottom of the test 
bundle. The test bundle consisted of two types of heated tubes: 
active tubes (marked "A") which contained 1 kW heaters, and 
instrumented tubes (marked "I") which, in addition to 1 kW 
heaters, contained wall thermocouples. The instrumented tubes 
were thus located along the centerline of a symmetric, staggered 
tube bundle. All the bundle tubes were made from commer
cially available, 15.9-mm-dia, smooth copper tubing. They 
were arranged in an equilateral triangular pitch (i.e., centerline-

to-centerline spacing) of 19.1 mm, giving a pitch-to-diameter 
ratio of 1.20. Each set of auxiliary tubes, simulation tubes, 
and test bundle tubes could be heated independently using three 
separate rheostat controllers. The bundle also contained a 
number of unheated dummy tubes (marked "D") that were 
used to guide the two-phase mixture through the bundle. Two 
vertical baffle plates were installed to restrict side circulation 
into and out of the bundle. An open space was left, however, 
on the lower part of each side of the dummy tube bundle, 
adjacent to the simulation heaters, to permit side entry of liquid 
into the bottom of the simulation bundle. Thus, liquid cir
culation was vertically upward over the test tubes with no net 
horizontal component. The liquid-vapor mixture at the top of 
the bundle split symmetrically, with the liquid returning down 
the outside of each of the baffle plates. Vapor from the evap
orator flowed upward through a riser section and was distrib
uted axially and circumferentially to the top of the condenser 
by a vapor shroud. The condensate collected in the bottom of 
this shroud and returned to the evaporator by gravity. The 
two-phase mixing and the condensate return flow were ob
served through the top window. 

In measuring boiling heat transfer coefficients, great care 
must be exercised with the cartridge heater and temperature 
measuring instrumentation to ensure good accuracy. Various 
installation techniques were recently reviewed by Jung and 
Bergles (1989). Based upon extensive pool boiling data with 
R-113, they concluded that the heat transfer coefficient of a 
single tube in pool boiling is not sensitive to variation in the 
cartridge heater heat flux provided that enough thermocouples 
are used to measure an average wall temperature. During this 
investigation, the instrumented test tubes were fabricated in a 
similar way to those used by Hahne and Miiller (1983) and 
Wanniarachchi et al. (1986). Figure 3 is a cross-sectional sketch 

Nomenclature 

c4 = coefficient in Eq. (1) 
= heat flux 
= saturation temperature 

Tm, = average tube wall outside tem
perature 

a = heat transfer coefficient 
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Fig. 3 instrumented tube construction 

of an instrumented tube, showing the construction details and 
the location of the wall thermocouples. To smooth out any 
nonuniformities in heat flux caused by the cartridge heater 
and to provide a convenient method to install wall thermo
couples, a copper sleeve was used inside the test tube into 
which the cartridge heater was inserted with a tight mechanical 
fit. The outer diameter of the sleeve was machined to a diameter 
that was about 0.1 mm less than the inside diameter of the test 
tube. Its center was bored out to accommodate the cartridge 
heater. Six 1-mm-square longitudinal slots, spaced 60 deg apart, 
were milled into the outside wall of the sleeve to create channels 

for the wall thermocouples. They were milled to different 
lengths to provide temperature measurement at three different 
axial positions (50.8 mm from each end of the sleeve and in 
the middle). Type-T copper-constantan, Teflon-insulated, 
thermocouple wire was placed in each channel and secured in 
place by peening over the edges of the grooves in different 
locations using a blunt punch. The resulting imperfections were 
then removed with fine (400 grit) emery paper. Following this 
assembly procedure, the cartridge heater was inserted into the 
copper sleeve. The outer surface of the sleeve and the inner 
surface of the test tube were then brushed with solder flux 
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solution to insure good wetting. The evaporator tube was then 
heated in an oven while the sleeve was heated by applying 
electrical power to the cartridge heater. The temperature of 
each component was brought up to about 200°C. This tem
perature was maintained while a eutectic 60:40 lead-tin solder 
was applied to both surfaces. Following the tinning process of 
both surfaces, the copper sleeve was inserted into the evapo
rator test tube while both pieces were hot. Prior to cooling, a 
copper end cap was soldered in position using a torch. After 
cooling, a Teflon end plug was inserted to minimize axial heat 
losses from the heater. Each test tube was installed into the 
tube support block using an O-ring. An outer compression 
plate was then bolted to the support block to seal each tube. 
Once all the evaporator tubes were installed, the support block 
was bolted into the rear wall of the evaporator unit. During 
this assembly, care was taken to insure that each tube was 
properly aligned in the bundle and was pushing against the 
inside face of the lower front viewing window. 

Measurements and Procedures 
Vapor temperatures were measured by two thermocouples 

at the top of the condenser and one thermocouple near the 
top of the evaporator. Liquid temperatures were measured by 
two thermocouples located close to the free surface of the 
liquid. During operation, these two thermcouples were located 
in a frothy, two-phase mixture and were considered to be well 
representative of rsat at the free surface. The average outer 
wall temperature of the instrumented test tubes was obtained 
by averaging the six wall thermocouples in the copper sleeve 
and correcting for the small radial temperature drop due to 
conduction across the copper wall. The temperature drop across 
the 0.05-mm-thick solder joint between the copper sleeve and 
the test tube was neglected. The voltage and amperage to each 
of the test tubes were measured using voltage and current 
sensors. For a given tube, the heat flux was calculated by 
dividing the electrical power (after it was corrected for small 
axial losses out each end of the test tube) by the smooth tube 
surface area based upon an active heating length of 203 mm. 
During all the tests, the pressure was kept near atmospheric 
and the liquid level was kept approximately 100 mm above the 
top row of tubes. In order to calculate the local saturation 
temperature for each tube in the bundle, a hydrostatic pressure 
correction was made between the tube location and the free 
surface of the liquid. All the data were obtained and reduced 
with a computer-controlled data acquisition system. 

Prior to filling with R-113, the system was evacuated and 
leak checked. Once the system was felt to be vacuum tight, 
R-113 was added to the evaporator by drawing it into the 
evaporator under vacuum. Prior to operating the evaporator, 
the ethylene glycol-water coolant for the condenser was cooled 
down using an 8-ton refrigeration system. Circulating pumps 
were then turned on to get a desired flow through the condenser 
tubes and cooling coils. During this investigation, nucleate 
boiling data were obtained following four different surface 
aging procedures similar to those used by Bergles and Chyu 
(1982) and Marto and Lepere (1982). With the first procedure 
(surface aging A), the tubes were preboiled at 30 kW/m2 for 
1 hour followed by immediate operation with increasing heat 
flux. The second procedure (surface aging B) was similar to 
the first except, after preboiling, the power to the bundle was 
turned off for 30 minutes while maintaining the pool at sat
urated conditions with the auxiliary heaters prior to increasing 
the heat flux. With the third procedure (surface aging C), the 
evaporator power was turned off overnight. The following 
morning, the system was slowly brought to saturated condi
tions using the auxiliary heaters, before operation of the tubes 
was commenced with increasing heat flux. The last procedure 
(surface aging D) consisted of boiling at 100 kW/m2 for 30 
minutes followed by immediate operation with decreasing heat 

flux. In this way, boiling incipience and bundle start up prob
lems could be investigated. It should be noted that the recir
culation pattern that existed in the evaporator vessel (and, 
therefore, across the test bundle) prior to the commencement 
of each experiment may have been affected by the four dif
ferent aging procedures. However, once system operation was 
begun, data were not taken until 10-15 minutes after start up. 
Therefore, most of the recirculation variations would have 
disappeared prior to the process of actually taking data. Never
theless, the uncertainty of the first one or two data points 
taken at very low heat fluxes, following aging procedures A, 
B, and C, may be larger than the uncertainties stated later in 
the paper. 

Results and Discussion 
All data were obtained with R-113 at a pressure of 1 atm. 

During increasing heat flux runs, the onset of nucleate boiling 
was observed through the lower viewing window. This "point" 
was defined as the applied heat flux where first nucleation was 
observed_on the instrumented tubes. When heat flux is plotted 
versus (Two- Tsat), the "incipient boiling" condition is indi
cated by a change in slope since the heat transfer mechanism 
changes from single-phase convection to two-phase convection 
with the activation, growth, and departure of vapor bubbles. 
Throughout this investigation, the instrumented tubes located 
along the centerline of the tube bundle were numbered con
secutively from the top downward as tubes 1,2, 3, 4, and 5, 
respectively. At each operating point, the values of the six wall 
thermocouples were recorded and compared to examine var
iations in wall temperature caused either by nonuniformities 
in the cartridge heater coils or by the test tube soldering and 
assembly procedure. This problem has been explored in more 
detail by Wanniarachchi et al. (1986). The maximum variation 
of the six measured wall temperatures was 3.7°C at the max
imum heat flux (approximately 103 W/m2) and 0.3°C at the 
minimum heat flux (approximately 103 W/m2). This variation 
appeared to be random and independent of thermocouple ori
entation, and was probably caused by the tube soldering pro
cess. As a percentage of the corresponding wall superheats, 
the above values correspond to 17 and 10 percent, respectively. 
This variation in wall temperature created an estimated un
certainty in the wall superheat of ± 1.5°C at high fluxes and 
±0.3°C at low fluxes. The corresponding uncertainty in the 
measured heat flux was estimated to be ±1 percent. 

Figure 4 shows the data for tube 1 operating alone as a single 
tube, during increasing heat flux. The data were obtained fol
lowing aging procedure C where the pool of R-113 was not 
preboiled, but was allowed to sit overnight. Prior to taking 
data, the pool temperature was slowly brought up to saturation 
conditions using the auxiliary heaters. Typical uncertainty 
bands are included at low and high heat fluxes. The data of 
Marto and Lepere (1982) for pool boiling of R-113 at 1 atm 
from a single short (50 mm heated length), 15.8-mm-dia copper 
tube, aged following the same procedure C and operated in 
an "as-received" condition, are included for comparison. In 
the natural convection region at low heat fluxes, the data from 
the two investigations have the same slope, but the present 
data show a smaller superheater of approximately 1-2°C. It 
may be that the bundle geometry in the present investigation, 
with the inactive, closely spaced (p/D = 1.20) neighboring tubes 
and the vertical baffles, generated a different liquid circulation 
pattern over tube 1, than occurred over the single tube used 
by Marto and Lepere (1982). The incipient boiling heat flux 
is remarkably close for the two investigations (about 7000 W/ 
m2). The wall superheat in the present investigation at the 
incipient boiling condition was approximately 13 °C and the 
corresponding temperature overshoot was about 6°C. This was 
less than the measured superheat of 20 °C by Marto and Lepere 
(1982) with an overshoot of about 10°C. When surface aging 
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Fig. 5 Boiling data for tubes 1 and 2 operating simultaneously (aging 
procedure C) 

procedure A was followed, the incipient boiling point occurred 
at a very low heat flux near 1000 W/m2 and there was no 
discernible overshoot, while with aging procedure B, both the 
incipient boiling superheat and the resulting overshoot were 
less than shown. Clearly, in addition to variations in local flow 
conditions, the incipient boiling characteristics depend upon 
the active site distribution on the boiling surface and this can 
be very different depending upon the immediate past history 
of the heating surface. Figure 4 also shows that at higher heat 
fluxes, when nucleate boiling is completely developed, both 
sets of data are in good agreement with one another and with 
the empirical correlation of Stephan and Abdelsalam (1980) 
for refrigerants: 

V -* wo * satJ 
= c4<7" (1) 

where the coefficient c4 is provided as a function of pressure 
for various refrigerants. For R-113 at a pressure of 1 atm, c4 
equals 1.02, so with this correlation, the heat flux may be 
expressed in terms of the superheat as: 

q=lM(TW0-Tsat)
} (2) 

Figure 5 shows the results for tubes 1 and 2 operating si
multaneously, during increasing heat flux. Again, the tubes 
were subjected to aging procedure C prior to taking data. The 
natural convection data of tube 1, compared to the data in 
Fig. 4 when operating as a single tube, show that there appears 
to be no influence of the lower heated tube (tube 2) upon the 
heat transfer of the upper tube (tube 1). However, the natural 
convection heat transfer coefficient for the lower tube is less 
than the upper tube. The exact reason for this behavior is 
unknown, but may be due to the influence of the closely spaced 
tubes upon the velocity and temperature fields in the wake 
region of a heated tube. There is very little published infor
mation in the open literature for natural convection in tube 
bundles. Marsters (1972) studied the heat transfer character
istics of a vertical array of heated cylinders in air and found 
that the upper cylinders displayed reduced Nusselt numbers at 
small spacings and increased Nusselt numbers at large spacings. 
This behavior was explained by the fact that an upper tube in 
a vertical array of tubes experiences two phenomena that act 

in different directions to affect the heat transfer. First of all, 
the upper tubes feel a warmer fluid due to the heated tubes 
below. This warmer fluid decreases the local thermal driving 
potential for buoyancy-induced flow. On the other hand, the 
upper tubes are also exposed to a moving fluid due to the 
heated tubes below. This moving fluid enhances the natural 
convection effects due to the resulting mixed convection (Geb-
hart et al., 1988). Marsters (1972) went on to point out that 
in an array of tubes, the characteristic length of the process 
may not be the tube diameter but rather the position in the 
array. As a result, a local Grashof number formed with the 
characteristic length as the vertical distance from the bottom 
of the array to the local position of interest may reflect a 
transition in flow from laminar to turbulent somewhere in the 
array that implies a change in the local heat transfer charac
teristics. In a tightly spaced bundle of tubes such as used in 
this investigation, the flow may behave more as an internal 
one than an external one, and a characteristic length may be 
very difficult to select. As a consequence, it is clear that natural 
convection in a bundle is a complex process and needs further 
research attention to unravel the mysteries behind the observed 
trends. 

Figure 5 also shows that the incipient boiling heat flux is 
reduced to about 4000 W/m2 for both tubes, although the tube 
2 data show an irregular nucleation process until higher heat 
fluxes are reached. This irregular behavior has been observed 
by Wanniarachchi et al. (1987) during boiling of R-114 from 
a single enhanced tube containing numerous nucleation sites. 
They attributed this behavior to incomplete nucleation along 
the boiling surface due to non-uniform heat flux or non-uni
form cavity openings. Tube 1 displays a small characteristic 
temperature overshoot (about 4°C) and then a consistent trend 
with increasing heat flux in the developed nucleate boiling 
region. Tube 2 shows a somewhat erratic superheat behavior 
with increasing heat flux, which displays a very steep slope. 
When the results for tube 1 are compared to the data in Fig. 
4 for tube 1 acting as a single tube, it is clear that boiling from 
a lower tube enhances the performance of an upper tube. 
Therefore, the influence of bubbles from a lower tube im
pacting on an upper tube is an important mechanism to enhance 
the heat transfer process. Microscopic bubbles from the lower 
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tube impacting upon the surface of the upper tube can reduce 
boiling incipient superheat significantly, as shown by Bergles 
and Kim (1988). In addition, it is well known that "bubble 
pumped" convection can enhance natural convection heat 
transfer rates by more than 100 percent (Bergles and Bar-
Cohen, 1990). 

Figure 6 shows similar data for three heated tubes. With 
tube 3 in operation, there is no apparent influence on the 
natural convection data of tube 2, confirming the abovemen-
tioned results of Fig. 5 that a lower heated tube does not seem 
to influence the natural convection behavior of an upper tube. 
However, the data of tube 1 indicate the presence of nucleate 
boiling at very low heat fluxes. A discrete incipient boiling 
point for tube 1 was never observed, even though tubes 2 and 
3 did not show definite nucleation until a heat flux of about 
5000 W/m2. The reason for this behavior is not clear. Local 
variations in liquid subcooling could have caused this behavior, 
as reported by Bar-Cohen and Simon (1988), even though the 
inlet flow to the bundle is mixed by the presence of the lower 
dummy tubes. Perhaps the two heated lower tubes generated 
small bubbles at very low heat fluxes since the liquid pool came 
to room temperature conditions overnight and contained some 
absorbed air. These air bubbles could have aided the nucleation 
process for tube 1 as described previously. Tube 2 shows a 
dramatic shift compared to Fig. 5 because of the heated tube 
3 below it, confirming again the important influence of a lower 
neighboring heated tube. Once tube 3 nucleates, it exhibits a 
nearly vertical slope with increasing heat flux similar to that 
shown by tube 2 in Fig. 5, when it was the bottom tube. This 
behavior is similar to the forced convection nucleate boiling 
data described by Auracher (1990). Similar results to the above-
described phenomena were obtained when bundles of both 4 
and 5 tubes were heated simultaneously. The lowest tube dem
onstrated a nearly vertical slope in the nucleate boiling regime. 
From these results several important observations may be made: 

1 During natural convection in a bundle of tubes, the heated 
lower tubes do not have much influence on the upper tubes, 
and the lower tubes exhibit a decreased heat transfer coefficient 
when compared to the top tube operating as a single tube. 

2 The presence of heated lower tubes reduces the incipient 
boiling point and the accompanying temperature overshoot 
for upper tubes. After the lowermost tube nucleates, it exhibits 

a very steep slope on a q versus AT plot (thus, the nucleate 
boiling heat transfer coefficient in this region is very sensitive 
to wall superheat). 

3 The presence of heated lower tubes enhances the nucleate 
boiling heat transfer coefficients of upper tubes at low heat 
fluxes, and the most important influence appears to be from 
the heated tube immediately below the tube of interest. 

Although some of the above observations are not readily 
explainable at this time, the nucleate boiling results summa
rized in observation 3 are in good agreement with the earlier 
experimental and theoretical results of Fujita et al. (1986), 
Chan and Shoukri (1987), Cornwell and Scoones (1988), Chen 
et al. (1989), and Cornwell (1989). Cornwell (1989) postulates 
that in a tube bundle, the local heat transfer coefficient may 
be written as: 

a = afc + asb + anb (3) 

where the first term on the right is due to local liquid forced 
convection, the second is due to approaching bubbles striking 
the tube surface from below, and the third term is due to 
bubble nucleation on the surface itself. He further states that 
at medium heat fluxes, the first two terms alone can account 
for all the heat transfer. Cornwell (1989) points out that the 
second term will depend upon the size of the bubbles. For 
small bubbles, such as in R-113, the impacting bubbles cause 
additional turbulence in the liquid boundary layer and can also 
create an evaporating microlayer that is caught between the 
heating surface and the sliding bubble. Tong et al. (1988) also 
propose that sweeping bubbles can strip superheated liquid off 
the surface to enhance the heat transfer. 

Another entirely different mechanism may be occurring in 
a boiling tube bundle that could explain some of the above 
observations and consequently deserves mention. It is well 
known that nucleate boiling in thin films exhibits higher heat 
transfer coefficients than when boiling in a deep pool (Nishi-
kawa et al., 1967 Mesler, 1976; Marto et al., 1977). Mesler 
and Mailen (1977) found that when a bubble bursts through 
a thin liquid film, many new bubbles grow from that location, 
indicating that the bursting process was creating new vapor 
nuclei in the vicinity of the heating surface that served as 
sources for additional vapor bubbles to grow, thereby en
hancing the heat transfer. Bergman and Mesler (1981) showed 
that bubble nuclei are also formed when a vapor bubble bursts 
through the surface of a pool of superheated water. Carroll 
and Mesler (1981) found through photographic evidence that 
when a vapor bubble bursts through a free surface, vortex 
rings occur and microscopic vapor bubbles are entrained in 
these vortex rings. These bubbles were estimated to be only a 
few hundred microns in diameter and could only be seen under 
special lighting conditions. Gopalen and Mesler (1990) found 
that a threshold superheat exists for this secondary nucleation 
to occur. Thus, it is reasonable to postulate that whenever 
nucleate boiling occurs and a bubble bursts through a liquid-
vapor interface, the possibility of forming microscopic vapor 
nuclei to serve as a source for new vapor bubbles exists. In a 
bundle of tubes, especially with a small pitch-to-diameter ratio, 
a chaotic two-phase mixture flows upward through the bundle, 
and some bubbles can be carried back down into the bundle 
due to intense recirculation around the sides. Under these con
ditions, a growing bubble on a tube surface meeting another 
vapor bubble flowing past the heater surface (especially on the 
underside of a tube) could burst through the surface of the 
larger bubble and create conditions favorable for the formation 
of these microscopic vapor nuclei. Therefore, lower tubes in 
a bundle could assist in causing more numerous bubbles to 
flow past the upper tubes. This larger number of bubbles would 
help to accelerate the flow and stimulate any bubble sweeping 
effect. In addition, more bubbles could produce a foamy flow 
near the top of the bundle, enhancing the heat transfer in that 
region (Udomboresuwan and Mesler, 1986). 
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Figures 7 and 8 show the behavior of tubes 1-5 when all 15 
active tubes are heated as a bundle and when the bundle plus 
the lower simulation tubes are all heated. The data were ob
tained for increasing heat flux following aging procedure C. 
The results in Fig. 7 show that the entire bundle seems to 
nucleate at about the same heat flux (3000 W/m2). The best 
performing tube is always the top tube and the worst per
forming is always the lowest. Above a heat flux of 25,000 W/ 
m2, all tubes approach the single tube performance. When the 
additional simulation tubes are also heated (representing 15 
more active tubes), as shown in Fig. 8, there is no evidence of 
any incipient boiling in the upper bundle at all, indicating that 
boiling is occurring even at very low heat fluxes. Once again, 

there is significant enhancement at low fluxes and this en
hancement decreases as the flux increases. This suggests that 
the presence of two-phase flow at the entry of the bundle (with 
a quality greater than zero) eliminates boiling incipience prob
lems in the bundle and enhances heat transfer as well. Recently, 
Webb and Apparao (1990) calculated the performance of en
hanced tubes in an R-ll flooded refrigerant evaporator. They 
found that the effect of entering flash gas on thermal per
formance was different depending upon the type of boiling 
surface used. For a finned tube bundle, the heat duty increased 
by 3 percent when the entering quality was increased from 0 
to 16 percent, whereas for a structured enhanced surface, there 
was a 4 percent decrease in the heat duty. They attributed these 
two different trends to a balance between two-phase pressure 
drop in each case, and to the difference between the importance 
of liquid convection versus bubble nucleation between the in
tegral fin tube and the structured surface. In the present in
vestigation, the smooth tubes would be expected to behave 
closer to the finned tube bundle of Webb and Apparao (1990) 
rather than to their enhanced tube bundle, and show an increase 
in thermal performance with inlet quality because with smooth 
tubes there is less nucleation and significant liquid convection. 

Figure 9 shows the data for tube 1 and tube 5 when each is 
operating separately as a single tube. The data were taken for 
decreasing heat flux, following aging procedure D. Although 
the difference is small, tube 1 exhibits a higher heat transfer 
coefficient than tube 5. Perhaps the liquid circulation pattern 
is different for the two tubes because of their location relative 
to the rest of the bundle and to the free surface. The data for 
tube 1 during decreasing heat flux, when compared to the data 
for tube 1 during increasing heat flux (Fig. 4), show very good 
agreement at high heat fluxes, within the uncertainties of the 
measurements, and a definite hysteresis pattern at low heat 
fluxes. Figure 10 shows the data for all five instrumented tubes 
in operation during decreasing heat flux. When compared to 
the previous figure, enhancement, is evident at low heat fluxes 
(#<20 kW/m2). However, a deterioration in relative perform
ance occurs for larger heat fluxes. Further improvement was 
evident when the entire bundle was operated together with the 
simulation tubes, creating conditions close to an actual refri
gerant evaporator. In this later case, at a heat flux of 3 kW/ 
m2, the relative performance of tube 1 in the complete bundle 
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Fig. 10 Boiling data for tubes 1,2,3,4, and 5 operating simultaneously 
(aging procedure D) 

compared to its performance as a single tube was approxi
mately 60 percent greater. A similar 60 percent increase oc
curred for tube 5. However, at a flux of 30 kW/m2, the benefit 
of bundle operation was completely eliminated. These results 
confirm that a "bundle factor" that predicts greater perform
ance than the single tube results must be used in the design of 
flooded evaporators. This "bundle factor," however, will de
pend upon the type of boiling surface being used, the tube 
bundle layout, the operating heat flux, and, of course, the 
type of liquid being boiled. 

Conclusions 
Nucleate boiling data of R-l 13 at atmospheric pressure were 

obtained using a small bundle of smooth copper tubes. The 
data were obtained after subjecting the bundle to different 
preboiling (i.e., aging) conditions, and with either increasing 
or decreasing heat flux. Based upon the results obtained, the 
following conclusions may be made: 

1 During natural convection in a bundle of tubes, heated 
lower tubes do not have much influence on heat transfer from 
the upper tubes. Natural convection in tube bundles is a com
plex phenomenon and deserves further research attention. 

2 The presence of heated lower tubes in a bundle reduces 
the incipient boiling point and the accompanying temperature 
overshoot for upper tubes. 

3 The lowest tube in a bundle gives the poorest heat trans
fer. After this tube nucleates during increasing heat flux, it 
exhibits a nearly vertical slope on a heat flux versus superheat 
plot, similar to forced convection nucleate boiling. 

4 During nucleate boiling, the presence of heated lower 
tubes enhances the heat transfer coefficients of upper tubes at 
low heat fluxes. This enhancement leads to a "bundle factor" 
that depends upon heat flux and the number of heated tubes 
in the bundle. 

5 Using simulation heaters at the bottom of a test bundle 
to provide inlet vapor quality eliminates any boiling hysteresis 
in the test bundle; otherwise, a hysteresis pattern exists between 
increasing and decreasing heat flux. Therefore, flooded tube 
refrigerant evaporators with entering flash gas should expe
rience negligible hysteresis effects. 

6 In a bundle of tubes experiencing nucleate boiling, cha

otic two-phase bubble motion may create favorable conditions 
for secondary nucleation, as discovered by Bergman and Mes-
ler (1981) and Carroll and Mesler (1981), to exist. 
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Model of the Ewaporating 
Meniscus in a Capillary Tube 
A mathematical model describing the evaporating meniscus in a capillary tube has 
been formulated incorporating the full three-dimensional Young-Laplace equation, 
Marangoni convection, London-van der Waals dispersion forces, and nonequili-
brium interface conditions. The result's showed that varying the dimensionless su
perheat had no apparent effect on the meniscus profile. However, varying the 
dispersion number produced a noticeable change in the meniscus profile, but only 
at the microscopic level near the tube wall. No change in the apparent contact angle 
was observed with changes in the dimensionless superheat or dispersion number. In 
all cases, the dimensionless mean curvature was asymptotic to a value equal to that 
for a hemispherical meniscus. The local interfacial mass flux and total mass transfer 
rate increased dramatically as the dispersion number was increased, suggesting that 
surface coatings can play an important role in improving or degrading capillary 
pumping. The model also predicted that the local capillary pressure remains constant 
and equal to 2a/rc regardless of changes in the dimensionless superheat and dispersion 
number. It should be noted that the results in this study are theoretical in nature 
and require experimental verification. 

Introduction 
The capillary forces present in the evaporator and the con

denser sections of capillary heat pumps (e.g., heat pipes or 
capillary pumped loops) constitute the basic driving force for 
internal fluid circulation. Under normal operating conditions, 
the rate at which fluid is circulated determines the energy 
transport capacity of the heat pump. The net capillary force 
is generated by the integral effect of the evaporating and con
densing menisci. 

Despite the complicated and interactive nature of these cap
illary forces, the heat transport capability of capillary heat 
pumps is usually determined by equating the capillary pressure 
to the liquid pressure drop in the wick or loop, assuming that 
the adverse capillary pressure in the condenser is negligible 
and the capillary pressure in the evaporator is maximum. The 
capillary pressure is commonly taken as 2a/rc, where a is the 
vapor-liquid surface tension and rc is the average capillary 
radius. This is known as the wicking limitation and presumably 
represents the point at which dryout begins in the evaporator. 
In most situations, the maximum capillary pressure cannot be 
used to evaluate the local interfacial mass transfer rate, which 
is an intermediate boundary condition between the vapor and 
liquid phases. This is due to the fact that the transport phe
nomena in the thin film on the capillary wall, which is coupled 
to the meniscus, are dramatically affected by either evaporation 
or condensation. Under certain conditions, the interfacial 
processes may even be rate limiting. 

Although capillary heat pumps have been studied extensively 
in the past, very little effort has been put forth to understand 
the basic mechanism describing the evaporating and condens
ing menisci in capillary structures. For example, the studies of 
Ambrose et al. (1987) and Beam (1985, 1987), which address 
the vapor-liquid interface in heat pipes, treat the interface as 
a macroscopic phenomenon and are semiempirical in nature 
since they require mass transfer data. This approach is very 
interesting and useful for predicting dry-out in certain capillary 
structures; however, a mathematical model derived from first 
principles should actually generate values for the mass transfer 

'Currently at Heat Transfer Research, Inc., College Station, TX. 
2Currently at the National Renewable Energy Laboratory, Golden, CO. 
Contributed by the Heat Transfer Division and presented at the 3rd ASME/ 

JSME Joint Thermal Engineering Conference, Reno, Nevada, March 17-22, 
1991. Manuscript received by the Heat Transfer Division March 1991; revision 
received October 1991. Keywords: Evaporation, Heat Pipes and Thermosy-
phons, Thin-Film Flow. 

rate since the mass transfer rate is not a true parameter of the 
system. A second drawback of past macroscopic models de
scribing the vapor-liquid interface is that they neglect micro
scopic interfacial phenomena taking place near the vapor-
liquid-solid contact line, known as the interline. The pioneer
ing work of Wayner and his co-workers (Wayner et al., 1976; 
Wayner, 1978, 1979, 1986) has shown that these effects sig
nificantly influence both the apparent contact angle and the 
heat flux in an evaporating meniscus for a smooth plane wall 
as well as a capillary tube. The inclusion of these effects into 
an integral formulation of the macroscopic interface similar 
to that derived by Ambrose et al. (1987) will yield a solution 
that does not require the use of mass transfer data. In capillary 
heat pumps, this type of integral formulation will also be 
amenable to formal optimization techniques, which can be used 
to determine the optimal radial and axial pore size distributions 
in the capillary structure. These distributions represent fab
rication parameters that are essential to the design of advanced 
capillary structures. The foundation of this design technique, 
however, must begin with a fundamental understanding of the 
evaporating and condensing meniscus, preferably for a simple 
geometry characterizing common wicking material. The cap
illary tube is one such geometry and is the focus of this study. 

Studies specifically addressing evaporation and condensa
tion in capillary tubes have been undertaken by a number of 
investigators. To our knowledge, the earliest study of evap
oration in isolated capillary tubes was conducted by Deryagin 
et al. (1965). They developed a model that included an ad
sorption isotherm based on dispersion forces as well as mass 
transport due to both vapor diffusion and film flow. They 
found that including mass transport in the thin film near the 
interline dramatically increased the rate of evaporation over 
that estimated solely by diffusion theory. They also confirmed 
their theoretical results with experimental data. 

Preiss and Wayner (1976) conducted an experimental study 
of the evaporating meniscus near the exit of a capillary tube 
with ethanol as the working fluid. The meniscus was found to 
be stable over a wide range of evaporation rates and hydrostatic 
heads. They also concluded that fluid flow to the base of the 
stable evaporating meniscus was caused by a change in its 
curvature. Experiments at high evaporation rates demonstrated 
that sputtering occurred near the wall before the meniscus 
became unstable. 

Wayner (1979) also developed a dispersion-based model of 
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the evaporating meniscus near the exit of a capillary tube. He 
found that viscous flow in the thin film near the interline 
significantly affected the entire meniscus profile. The model 
also predicted that increasing the interline heat flux reduced 
the capillary pressure by increasing the apparent contact angle. 
The impact of the dispersion forces on the evaporation process 
was highlighted by a comparison of the interline heat sink 
capability for different liquid-solid substrate combinations. 

More recently, Meyer (1984) performed very interesting an
alytical assessments of evaporation in (1) isolated capillaries, 
(2) two interconnected capillaries of variable cross section, and 
(3) networks of capillary menisci. He found that large tem
perature gradients developed in localized neighborhoods of the 
menisci. For interconnected menisci, evaporation was found 
to proceed in statically unstable configurations, via so-called 
Haines jumps (Haines, 1930), due to the dynamic balance of 
surface tension, local evaporation rate, and viscous shear. His 
model unfortunately did not include dispersion forces common 
to the previous analytical studies. 

The objectives of this study are to formulate and solve a 
mathematical model of the evaporating meniscus in a capillary 
tube to determine how the various forces at the interface in
fluence the meniscus profile, the mass transfer rate, and the 
capillary pressure. The results will be used to identify what 
types of modifications should be made to capillary structures 
to enhance their heat transport capability. The capillary tube 
configuration was chosen because it represents a pore geometry 
both compliant to formal mathematical characterization and 
common to capillary structures. 

Formulation of Mathematical Model 

The forthcoming mathematical model describes the fluid 
mechanics, heat transfer, and interfacial phenomena charac
teristic of an isolated evaporating meniscus in a capillary tube. 
The formulation includes the full three-dimensional Young-
Laplace equation, Marangoni convection, London-van der 
Waals dispersion forces, and nonequilibrium interface con
ditions. The formulation of this model has been strongly in
fluenced by the work of Wayner and his co-workers (Wayner 
et al., 1976; Wayner, 1978, 1979, 1986) as well as the study 
of Mirzamoghadam and Catton (1988). 

Figure 1 shows the various flow regions characterizing the 
transport processes near the evaporating meniscus in a capillary 
tube. The origin of the axial coordinate (x) is at the interline 
while the origin of the radial coordinate (r) is at the tube 
centerline. r,- is the distance from the axial centerline to the 
meniscus interface. Each region is briefly described as follows: 

1 Thin film region ( < 1 /mi): the London-van der Waals 
forces (intermolecular dispersion forces) are important and 

Meniscus 

Thin Film Region 

Meniscus Region 

Hagen-Poiseulle 
Region 

Fig. 1 Flow regions for an isolated evaporating meniscus in a capillary 
tube 

significantly affect the transport phenomena in the thin film. 
2 Meniscus region (> 1 /*m): London-van der Waals forces 

are small and the interfacial curvature dominates the capillary 
pressure creating an attenuated Hagen-Poiseuille flow field. 

3 Hagen-Poiseuille region: Hagen-Poiseuille flow. 
A mathematical model of the process can be formulated 

under the following assumptions: 
1 Axial symmetry. 
2 Steady-state two-dimensional laminar flow. 
3 Incompressible flow. 
4 The convective terms, with the exception of axial con

vection in the energy equation, are negligible. 
5 The radial pressure gradient is negligible. 
6 The temperature in the bulk vapor is equal to the in

terfacial vapor temperature. 
7 The pressure in the bulk vapor is constant. 
8 No slip at the wall. 

The tube wall is smooth and the liquid is pure, 
ff and A are not affected by interfacial curvature. 
Retardation effects in A are negligible. 
The hydrostatic pressure is negligible. 
Marangoni effects are important only in the thin-film 
region. 

Under these assumptions, the axial momentum equation de
scribing flow in the meniscus and interline regions is 

9 
10 
11 
12 
13 

Jx r dr \ dr 
= 0, (1) 

with boundary conditions of 

Nomenclature 

A = dispersion coefficient, J pvj = 
C = accommodation coefficient 

Z>! = change in interface location r = 
with respect to position rc = 

F = function r, = 
G = dimensionless function 

hjg = latent heat of vaporization, R = 
J/kg 

ki = thermal conductivity in the T = 
liquid, W/m K T, = 

K = mean interfacial curvature, m _ 1 ut = 
m = liquid mass flow between the wn = 

interface and tube wall, kg/s 
hi' = interfacial mass flux, kg/s m2 

pressure on the liquid side of 
the meniscus, N/m2 

pressure on the vapor side of 
the meniscus, N/m2 

radial coordinate, m 
tube radius, m 
radial location of the meniscus, 
m 
ideal gas constant divided by 
the molecular weight, J/kg K 
temperature, K 
interfacial temperature, K 
liquid axial velocity, m/s 
liquid interfacial velocity 
perpendicular to the meniscus, 
m/s 

P 
a 

vapor interfacial velocity 
perpendicular to the meniscus, 
m/s 
axial coordinate, m 
thermal diffusivity, m2/s 
local contact angle 
viscosity, N s/m2 

density, kg/m3 

surface tension, N/m 

Subscripts 

c = capillary 
i = interface 
/ = liquid 
v = vapor 
w = capillary wall 
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r=n, 
diti da 

• w — = 7-, 
dr dx 

nvir 
d_ 

dx 
ufdr + riUn 

dn 

dx' 
(6) 

r = rc, U/=0. 

The first boundary condition is the shear stress interfacial 
condition, which equates the interfacial shear stress to the 
change in surface tension with respect to position. This con
dition accounts for Marangoni effects at the interface. The 
solution to this differential equation is straightforward yielding 

4/i/ dx \ni dx 2/i/ dx J rc 

Applying l'Hopital's rule shows that this profile correctly re
duces to the Hagen-Poiseuille velocity profile when the inter
face is at the axial center of the tube (r = /•,• = 0). The liquid 
pressure in the velocity profile can be evaluated using the 
normal stress interfacial condition (also known as the modified 
Young-Laplace equation), 

W/ = (2) 

P,i = P„i-2oK+-
A 

(re-r,Y 
(3) 

The second term on the right-hand side of the equation is the 
capillary pressure due to interfacial curvature and the third 
term is the nonretarded disjoining pressure (Deryagin et al., 
1965) for liquids due to the London-van der Waals forces near 
the interline. A is the dispersion coefficient and is negative for 
a wetting fluid. Note that in the thin film near the interline (/•,• 
» rc), the disjoining pressure significantly influences the cap
illary pressure; the disjoining pressure also decreases rapidly 
as the interface gets farther away from the tube wall. Equation 
(3) also assumes that the pressure forces, surface tension forces, 
and dispersion forces are simply additive at the vapor-liquid 
interface. This assumption is in accord with the thermodynamic 
(or force balance) derivation of the standard Young-Laplace 
equation for an isolated vapor-liquid interface found in Ad-
amson (1982) and is probably accurate to leading order. How
ever, it is important to note that the dispersion coefficient (A) 
in the thin film is not only dependent on the dielectric behavior 
characterizing the liquid and vapor, but also the dielectric 
behavior of the solid substrate (e.g., see Israelachvili, 1985). 
The surface tension for an isolated vapor-liquid interface can 
also be written in terms of the dispersion forces between the 
vapor and liquid (Ivanov, 1988); thus, a rigorous derivation 
of the capillary pressure (Pv, - P/j) from first principles should 
inherently account for solid-liquid-vapor interactions. A uni
fied expression of this type, in effect, will attenuate the vapor-
liquid surface tansion in the film due to the presence of the 
solid substrate and also produce a disjoining pressure for thin 
films when there is no interfacial curvature. 

An expression for the mean interfacial curvature in a cap
illary tube has been derived by Philip (1977) as 

K= 
1 1 d2r,/dx2 

2 //-,•[! + {dri/dx)2]ul [l + (dn/dx)2f/2 (4) 

The mass flowing between the interface and wall (mass transfer 
rate) at any axial position in the liquid can be found by mul
tiplying the liquid velocity by the liquid density and integrating 
over the flow cross-sectional area between the meniscus inter
face and the tube wall. This yields 

m = 
1 dPu F2 da dTj 

F, dx F, dT dx' 
(5) 

where the chain rule has been used in the second term to 
accentuate the Marangoni effect (do/dTj). The functions F{ 

and F2 are cumbersome functions of ph /*/, rc, and r,-, and are 
given in the appendix. The integral form of the mass continuity 
equation in the liquid is 

where the Leibnitz rule has been used to generate the second 
term on the right-hand side. This expression is essentially the 
interfacial kinematic condition, which accounts for evapora
tion at the interface. Multiplying this expression by 2irp/; sub
stituting for u,, integrating, and solving for vu gives 

Vli = 
l dm drt 

2-Kpfi dx ' dx' (7) 

The interfacial velocity of the liquid normal to the interface 
is 

Wu = vu cos 6 + u,j sin 6, (8) 

where d is the local contact angle given by 

Equations (7), (8), and (9) can be combined to produce 

cos 6 dm 
w„- (10) 

lirpiTj dx' 

which shows the relationship between the liquid velocity nor
mal to the interface, the local contact angle, and the change 
in the mass transfer rate with respect to position. An expression 
for the vapor mass flux at the interface has been derived by 
Schrage (1953) using kinetic theory 

Assuming that the change in temperature between the interface 
and the bulk vapor is small (Tv ~ T:), this expression reduces 
to 

-PuWv, = ( ^ ) ( T 4 ^ I (Pvi-Pv), (11) 
2-CI \2TTRT, 

where Cis the accommodation coefficient. A mass balance at 
the interface requires that 

pvwvi = p,w,j. (12) 

Combining Eqs. (10), (11), and (12) gives an expression for 
the interfacial pressure in the vapor phase, 

2 - C \ /RT\ cos 6 dm 

2C 2w) /•,• dx' 
(13) 

Substituting this expression into Eq. (3) yields 

^2-C\ /RT\
 U2

 COS d dm 
P,i = P„ 

2C \2irJ r/ dx 
2aK+ 

(rc-r,y 
(14) 

Conservation of energy at the interface requires setting the 
heat flux normal to the interface equal to the latent heat re
quired to evaporate the liquid, or after some manipulation 

dTjdndT 

dx dx dr 
"fg dm 

2irp/ri dx 
(15) 

Assuming axial diffusion is small, conservation of energy in 
the liquid can be expressed as 

dT a d I dT 
(16) 

dx r dr 

with boundary conditions of 

r = r„ T=T,(x), 

r = rc, T=T„ = const. 

The solution to this partial differential equation is approxi 
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mated using the von Karman integral method assuming a linear 
temperature profile of 

T -T 
T=Tl + ^-^(r-rd. (17) 

The resulting expression is 

^^_r]^d^+F±dr1_r]F,dr\dPu 

4/i/ dx 2\n dx AJXI dx 2/x, dxj dx 

fnFs da dTi nFe do dr\ dTt 

m dT, dx HI dT, dx) dx 

where F3, F4, Fs, and F6 are cumbersome functions of rc, /•,-, 
Tc, and T„ and are given in the appendix. All equations to 
this point are now nondimensionalized using the following 
dimensionless variables: 

- n - T„ 
/-,- = - , Tj = — 

Tr 1 w 

•T, 

• T ; 
K = Krc, 

" Pv' rMTw-Tv) 

!/g 
m, 

Combining and rearranging the previous equations produce 
the following set of dimensionless coupled nonlinear ordinary 
differential equations: 

dh 

dx A = 0, 

„ do dTi dP,i „ — „ 
G2-=—-TTI —+Tr2Gi/n = 0, 

dTi dx dx 

dm „ _ „ dTt 2ir?i — „ 
— + 2 w , A ~= + ~ T, = 0, 
dx dx 1- ri 

dTii dPu dPn 
(2?fG5-G3)—f -rr + (G 4 -2? fG 6 )A -z= 

dx dx dx 

dT 

dL>1 , r n j . n ^ / 2 cos 6 dm 1 + A 
- — - i r 4 G 7 ( l + A ) ^r~— z— 
dx ori dx rt 

(19) 

(20) 

(21) 

(22) 

-(l+Z>?)3 / 2{ 4x , (P f l - l ) + 
*"5 

( i -o) -
^T3 = 0 , (23) 

where Eq. (19) results from reducing the order of Eq. (23). 
The dimensionless functions G\ - G7 are given in the appendix. 
Notejhat the dependent variables in this equation set are 7„ 
Th m, Pu, and A = dr/dx. The dimensionless initial con
ditions are specified at the interline (x = 0): 

1/3 
/ — / I / . . \ 

n , o = l -

TU0 = Q, 

Pnja=l-

Pfchfg(Tw- Tv) 

1 Pihfg(Tw-Tv) 

4*iho pvTv 

D,,0 = 0. 

The above initial condition for P,ifi was obtained by eval
uating Eq. (23) at x = 0, assuming the initial mean curvature 
was equal to l/rc. This differs from most other theoretical 
studies, which assume the mean curvature is zero at the in
terline, even for a capillary tube geometry. 

The above expression for r,?0 is a modification of that derived 
by Wayner et al. (1976) for superheated adsorbed layers. One 
peculiarity in this expression is that the dimensionless adsorbed 
layer thickness (1 - ?ij0) goes to infinity as the superheat, T„ 
- Tv, goes to zero under isothermal conditions. Adamson and 

Zebib (1980) showed that adsorbed layers coupled to a me
niscus should be on order of 1000 A for an isothermal system 
with a hydrostatic head pressure, suggesting.that the expression 
derived by Wayner et al. is accurate only to leading order. A 
more rigorous derivation of the superheated adsorbed layer 
thickness using dispersion forces can likely be obtained by 
applying the theory of physical adsorption pioneered by Hill 
(1949a, 1949b, 1952). Instead of taking the solution thermo
dynamic point of view, this approach treats the adsorbed layer 
and solid substrate as a single phase in equilibrium with a 
vapor phase. 

The dimensionless groupings in Eqs. (19)-(23) are: 

7Ti = 
4<J„,' 

7T2 = 

2jxiki(T„-Tv) 

irrcpio„hfg 

ir3 = -

7T4 = 

7T5 = -

am 

'2-C\ 

^2C) 

-A 

r2' 
Wf C 

RW2k,(Tw-Tv)
m 

(2T)lnowhfg ' 

7T2 is the dimensionless superheat, 7r3 is the Crispation number, 
7r4 represents the mass flux at the interface, and TTS is a dis
persion number, which denotes the magnitude of the dispersion 
forces in the thin film. The Marangoni effects in Eqs. (19)-
(23) are captured by terms containing do/dTj. 

Solution Method 

The numerical technique used to solve Eqs. (19)-(23) in
corporated both partial linearization and first-order backward 
finite differencing. The nonlinear terms in Eq. (22) were first 
linearized with respect to the first-order derivatives of the de
pendent variables using a Taylor series expansion around the 
previous iteration. The resulting equation set was then written 
in matrix form with the solution vector composed of the current 
iteration first-order derivatives. The elements in the coefficient 
matrix (5 x 5) contained constants, dependent variables, and/ 
or previous iteration first derivatives. Similarly, the elements 
in the constant vector were composed of constants and/or 
dependent variables. A solution to the matrix equation was 
obtained at each axial position by solving the linear system, 
updating the dependent variables with first-order backward 
finite differencing, and then iterating until the derivative terms 
and dependent variables converged to a relative error of less 
than 10~8. In most cases, the numerical scheme converged 
within 30 iterations. In order to prevent singularities in the 
matrix equation and initiate the numerical scheme, the initial 
values of Tifi, m0, and A,o were set equal to 1 X 10"" , - 1 
X 10"" , and - 1 X 10~~", respectively. Magnitudes less than 
this produced physically unrealistic solutions, i.e., a decreasing 
thin film thickness. An IBM PS-2 386 computer with a math
ematical coprocessor was used to generate the numerical so
lutions. Run times for a complete solution were on the order 
of 5 minutes for a step size of 10~4. The solution also converged 
at the theoretical rate when the step size was decreased. 

Solutions using Eqs. (19)-(23) in the above matrix formu
lation could be attained only for values of ?,- > 0.65, starting 
from the capillary wall (r,-i0 = 1). This was due to the fact that 
the matrix equation became stiff at this point, forcing dD\/ 
dx to go to negative infinity prematurely. For the most part, 
this problem was alleviated by transforming the terms in the 
mean curvature as follows: 
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K 
1 dDj/dx 

7,[1+Z)?]1/2_[1+Z)?]3/2 

1 d(wri) 1 d(wr,) 

2/-,A dx 2r; drt 

(24) 

where 

w=(l+Di)~ 

Applying this transformation simply required modifying Eq. 
(23) and changing one initial condition: at x = 0, Dt = 0, 
giving (wr,)o = r,?0. Unfortunately, a solution to the trans
formed equation set could not be obtained near the interline 
(x = 0) because the values of D\, which were on the order of 
- 1 x 10"" , were too small to produce any change in Mo
using either double-precision or extended-precision arithmetic. 
Quadratic-precision arithmetic was not available to us on this 
machine. 

The problems of both initiating the algorithm and obtaining 
solutions near the axial centerline were eliminated by starting 
the solution using the original equations and then at some 
point changing the equations to the transformed equation set 
to complete the solution. The value of D\ at which this tran
sition occurred was chosen as 10"3. Tests of the hybrid al
gorithm showed that order of magnitude changes on either 
side of this transition value produced negligible changes in the 
overall solution. Using the hybrid algorithm, solutions could 
be attained for values of ?,- < 0.20. 

One aspect of the physical problem that has not been dis
cussed yet is the requirement that Dx —• - oo as ?,• — 0 (this 
represents the targeted endpoint for the above shooting 
method). Arbitrarily selecting combinations of parameters 
forced the far field meniscus either to curve abruptly and not 
intersect the axial centerline at all or to form a cusp at the 
axial centerline. The various parameter combinations also pro
duced different values for the mass transfer rate. Thus, en
suring that the centerline condition is satisfied, which to our 
knowledge has not been done in any past studies of the evap
orating meniscus in a capillary tube, is necessary since the total 
mass transfer rate is strongly dependent on the system param
eters. 

Further tests of the hybrid algorithm showed that the mean 
curvature outside the thin film was rapidly asymptotic to a 
constant value whose magnitude depended on the values of 
the parameters. This asymptotic property allowed us to define 
the various combinations of rc, AT and A that ensured that 
£>! — - oo as J, — 0. When the mean curvature is constant, 
Eq. (24) can be integrated from some initial point on the 
meniscus to an arbitrary location giving 

W//— ( VW;)K = const = Klj — (Kr,)K = const-

Because this expression applies at r, = 0, 

(r,)K. (25) 

Solutions that satisfy this condition will guarantee that the 
targeted condition of D\ — - oo as ?,- — 0 is achieved. It is 
interesting to note that, in all cases, meeting this criterion 
required that the dimensionless mean curvature be asymptotic 
to one, a value typically characterizing a hemispherical me
niscus. This asymptotic behavior suggests that there is likely 
some mathematical justification for K — 1 outside the thin 
film region, although the proof will not be attempted here. 

Results/Discussion 
As stated earlier, the primary objectives of this study were 

to determine how the various forces at the interface influence 
the meniscus profile, the mass transfer rate, and the capillary 
pressure. As an example, room temperature hexane was chosen 

ir, = lxI0E-9 

Fig. 2 Meniscus profiles for different values of the dispersion number 

1-f, 

0.08 

0.06 
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0.02 
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-

-
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A TTS = 1X10E-9 

I I 

Fig. 3 Microscopic meniscus profiles for different values of the dis
persion number 

as the working fluid and the accommodation coefficient was 
assumed to be equal to one. The tube radius, superheat, and 
dispersion coefficient were chosen as independent parameters. 
Fluid properties were taken from Vargaftik (1975) and the 
range of values for the dispersion coefficient corresponded to 
those found in the literature (Wayner, 1978; Israelachvili, 1985). 
Various combinations of these parameters satisfying the axial 
boundary condition produced dimensionless parameter ranges 
of 2.47 x 10"" < TT2 < 1.34 X 10"'° and 2.0 x 10"10 < 
7r5 < 1.0 x 10 - 9 . Recall, ir2 represents a dimensionless su
perheat, while 7r5 is the dispersion number. Note that all other 
dimensionless parameters are dependent on the material prop
erties, the capillary radius, and/or the superheat; thus holding 
7r2 constant fixes all of the other dimensionless parameters 
except for TT5. 

Figure 2 shows meniscus profiles for the extreme values of 
the dispersion number; all profiles for the intermediate values 
of the dispersion number fell between the two curves shown. 
One unexpected result shown in Fig. 2 is that varying the 
dimensionless superheat, for a constant dispersion number, 
had no apparent effect on the meniscus profile. However, 
varying the dispersion number did produce a noticeable change 
in'the meniscus profile, but only at the microscopic level near 
the tube wall, as shown more explicitly by Fig. 3. This is 
highlighted by the fact that, under all conditions, the local 
contact angles become equal beyond about ten adsorbed layer 
thicknesses (10[1 - rifi]). This location also loosely defines 
the point at which the dimensionless meniscus curvature is 
asymptotic to one. One noticeable difference in the microscopic 
characteristics of the menisci is that for larger dispersion num
bers, the thin film extends farther down the tube due to the 
stronger attractive forces between the liquid and the solid sub-
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Fig. 4 Dimensionless mean curvature profile for different values of the 
dispersion number 
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Fig. 5 Dimensionless interfacial mass flux profile for »6 = 2 x 10" 
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Fig. 6 Dimensionless interfacial mass flux profile for i 5 = 1 x 10~9 

strate. This has a significant effect on the liquid pumping 
capability of the capillary tube. 

Figure 4 depicts the dimensionless mean curvature as a func
tion of axial position. As the dispersion number increases, the 
dimensionless mean curvature remains at approximately 0.5 
farther down the tube. The first noticeable change in K occurs 
at x * 0.11 for TTJ = 2 x 10"10 and x » 0.16 for TT5 = 1 x 
10~9. It is interesting to note in Fig. 3 that the first recognizable 
change in the microscopic interface radial location occurs at 
x « 0.15 for TT5 = 2 x 10"10 and x « 0.22 for TT5 = 1 x 
10 , corresponding to dimensionless mean curvature values 
of 0.8 and 0.89, respectively. Thus, the mean curvature is very 
near its asymptotic value of one before any significant change 
in the radial interface location can be observed. 

The impact of the dispersion forces and superheat on the 
local interfacial mass flux is shown in Figs. 5 (7r5 = 2 x 10"10) 
and 6 (7r5 = 1 x 10"9). Both figures exhibit peaks in the 
dimensionless mass flux whose magnitudes tend to increase as 
the dimensionless superheat decreases. The reason for this 
counterintuitive behavior is that the dimensionless form of the 
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Fig. 7 Dimensionless mass transfer rate as a function of the dispersion 
number 

mass flux (shown in each figure) is inversely proportional to 
the superheat. Dimensional values of the mass flux do indeed 
display the correct trends as the superheat increases; in fact, 
the dimensional mass flux is nearly directly proportional to 
the superheat. 

Figures 5 and 6 also show that the location of the peak mass 
flux appears nearly constant with respect to the dimensionless 
superheat, although mild peak shifts occur in both curves. The 
peaks occur at approximately 0.12 and 0.18 for dispersion 
numbers of w5 = 2 x 10"10 and ir5 = 2 x 10"10. At these 
locations and dispersion numbers JFig. 4 shows that the mean 
curvature lies in the range 0.5 < K < 0.55; thus, most of the 
evaporation occurs in the thin film region. As expected, larger 
dispersion numbers, which reflect the fluid's affinity for the 
wall, produce larger local mass fluxes or tube pumping ca
pability. 

Increasing the dispersion number produces a similar trend 
in the dimensionless total mass transfer rate. Figure 7 depicts 
the mass transfer rate as a function of the dispersion number 
for various values of the dimensionless superheat. The coun
terintuitive decrease in the dimensionless total mass transfer 
rate with increasing superheat occurs for same reasons dis
cussed earlier. The figure shows that increasing the dispersion 
number dramatically increases the mass transfer rate. As men
tioned earlier, the cause for the increase in mass transfer rate 
is due to the stronger dispersion forces between the liquid and 
solid substrate, which increase both the thin film surface area 
and the liquid pressure difference. These results agree with 
previous studies, which also show that the dispersion forces 
in the thin film significantly influence the liquid pumping ca
pability of capillary tubes. 

Although experimental verification is still required, these 
findings, as well as others (Wayner, 1978, 1979), suggest that 
the presence of surface coatings in capillary structures can 
either enhance or degrade capillary pumping. For example, 
simply adding a surface coating that increases the dispersion 
number over that for the uncoated solid substrate should im
prove capillary pumping. Similarly, preventing an oxide coat
ing from developing on a metallic capillary structure during 
heat pump fabrication or due to material/fluid incompatibility 
should prevent a reduction in capillary pumping. 

Another interesting result produced by the model is shown 
in Fig. 8,_which_gives the dimensionless capillary pressure dif
ference, Pvi - P!h for all values of it2 and ir5 as a function of 
capillary radius. The figure shows that the capillary pressure 
difference is only a function of the capillary radius, and is 
independent of the dispersion number and dimensionless su
perheat. This observation bears sharp contrast to the theoret
ical model of Wayner (1979), which predicts that increasing 
the interline heat flux reduces the capillary pressure by in
creasing the apparent contact angle. In our model, neither an 
increase in apparent contact angle nor a decrease in capillary 
pressure was observed as the dimensionless superheat was in-
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Fig. 8 Dimensionless capillary pressure as a function of the capillary 
radius for all values of TT2 and JT5 

creased. Two possible explanations for the difference between 
our results and those of Wayner (1979) are: (1) the requirement 
that Z?i — - oo as ?,• —• 0 forces the contact angle and capillary 
pressure to be constant and (2) the significantly lower super
heats in our study (10~4-10~3K) are not high enough to show 
a discernible attenuation in the contact angle and capillary 
pressure. In fact, the capillary pressure generated by our model 
was found to be constant locally and equal to 2a/rc up to four 
decimal places. The local invariance in the capillary pressure 
and the fact that the dimensionless mean curvature is approx
imately equal to approximately 0.5 in the thin film leads us to 
believe that the term accounting for dispersion forces in Eq. 
(3) compensates for the lower curvature in the thin film. The 
reason that no significant changes in the capillary pressure in 
the thin film region were observed as the dispersion coefficient 
was increased is due to the initial adsorbed layer thickness: 
The initial adsorbed layer thickness increases as the dispersion 
coefficient to the 1/3 power. This renders the dispersion term 
in Eq. (3) constant at the initial condition and produces a 
constant capillary pressure throughout the thin film region 
regardless of the magnitude of the dispersion number. 

Conclusions 
A mathematical model describing the evaporating meniscus 

in a capillary tube has been formulated incorporating the full 
three-dimensional Young-Laplace equation, Marangoni con
vection, London-van der Waals dispersion forces, and non-
equilibrium interface conditions. The governing equations and 
boundary conditions were cast in terms of five coupled non
linear ordinary differential equations and solved numerically. 
Material properties characterizing hexane at room temperature 
and pressure were used to test the model for various values of 
the dimensionless superheat and dispersion number. 

The results showed that varying the dimensionless superheat, 
for a constant dispersion number (number characterizing the 
London-van der Waals forces in the thin film region), had no 
apparent effect on the meniscus profile. However, varying the 
dispersion number did produce a noticeable change in the 
meniscus profile, but only at the microscopic level near the 
tube wall. No change in the apparent contact angle was ob
served with changes in the dimensionless superheat or disper
sion number. In all cases, the dimensionless mean curvature 
was asymptotic to a value equal to that for a hemispherical 
meniscus. At the microscopic scale, larger dispersion numbers 
produced thin films, which extended farther down the tube, 
increasing the mass transfer surface area. The liquid pressure 
difference also increased with increasing dispersion number. 
These combined effects produced increases in the local inter-
facial mass flux and total mass transfer rate as the dispersion 
number was increased. Peaks in the mass flux were also ob
served in the thin film region. This has a significant effect on 
the liquid pumping capability of the capillary tube and suggests 

that surface coatings can play an important role in improving 
or degrading capillary pumping. The model also predicted that 
the local capillary pressure remains constant and equal to 2o7 
rc regardless of changes in the dimensionless superheat and 
dispersion number. 

It should be noted that all the results in this work require 
experimental verification. Unfortunately, performing an ex
periment on a capillary tube with a radius less than 100 ftm is 
a formidable task. It may be possible to set up an experiment 
with a bundle of capillary tubes to allow the measurement of 
an effective mass transfer rate. This would require more ex
tensive modeling to account for the variation in tube wall 
temperature between the outer wall and the bundle centerline. 
Similar tests on tubes, or vertical flat plates, with vapor-de
posited surface layers of varying thickness and material type, 
should clarify the effect surface coatings have on meniscus 
pumping capability. 
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A P P E N D I X 
The dimensional forms of the mathematical functions ((F,)) 

generated during the formulation of the problem are: 

TVp, 

The nondimensional mathematical functions ({G,)) found 
in the dimensionless working equation set (19)-(23) are: 

F,=-
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Film Condensation of R-113 on 
Staggered Bundles of Horizontal 
Finned Tubes 
Film condensation of R-113 on staggered bundles of horizontal finned tubes with 
vertical vapor downflow was experimentally investigated. Two tubes with flat-sided 
annular fins and four tubes with three-dimensional fins were tested. The condensate 
flow and heat transfer characteristics were compared with the previous results for 
in-line bundles of the same test tubes and a staggered bundle of smooth tubes. The 
decrease in heat transfer due to condensate inundation was most significant for the 
in-line bundles of the three-dimensional fin tubes, whereas the decrease was very 
slow for both the staggered and in-line bundles of the flat-sided fin tubes. The 
predictions of the previous theoretical model for a bundle of flat-sided fin tubes 
agreed fairly well with the measured data at a low vapor velocity. The highest heat 
transfer performance was provided by the staggered bundle of flat-sided fin tubes 
with fin dimensions close to the theoretically determined optimum values. 

Introduction 
Horizontal finned tubes are commonly used in shell and 

tube condensers in the refrigeration, air-conditioning, and 
process industries because of their high heat transfer perform
ance. Systematic experimental data on the effects of fin ge
ometry, tube material, condensing fluid, and vapor velocity 
on the performance of single horizontal finned tubes have been 
reported in the recent literature. Theoretical models that can 
predict the heat transfer coefficient with sufficient accuracy 
have also been proposed for a tube with flat-sided annular 
fins. Comprehensive reviews of relevant literature are given 
by Webb (1988), Marto (1988), and Sukhatme (1990). 

A relatively small number of studies have reported on the 
condensation heat transfer performance of a bundle of hori
zontal finned tubes, which is subject to the combined effects 
of tube arrangement, velocity and flow direction of vapor, 
and condensate inundation from upper tubes. Katz and Geist 
(1948), Gogonin et al. (1983), Webb and Murawski (1990), 
and Murata et al. (1990) measured the row-by-row heat transfer 
coefficient for vapors condensing on the vertical columns of 
horizontal finned tubes. Mills et al. (1975) and Marto (1988) 
also obtained the row-by-row data for steam by using a liquid 
distributor tube for simulating condensate inundation. No-
setani et al. (1989) measured the local overall heat transfer 
coefficient for steam condensation in a large surface condenser. 
Smirnov and Lukanov (1972) and Honda et al. (1989a) meas
ured the row-by-row heat transfer coefficient for refrigerants 
condensing on the staggered and in-line bundles of horizontal 
finned tubes with vertical vapor downflow, respectively. The 
former data were, however, affected by the presence of non-
condensable gas in the condenser. 

Most of the previous studies were concerned with the flat-
sided fin tube. Honda et al. (1989a) and Webb and Murawski 
(1990) tested several finned tubes with distinctly different fin 
geometry and showed that the row effect was smallest for the 
flat-sided fin tube. Although these studies provide a consid
erable amount of information on the effects of various pa
rameters, local heat transfer data obtained under specified 
conditions of tube arrangements, vapor velocity, and conden
sate inundation are still limited. 
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Ishihara and Palen (1983), McNaught and Cotchin (1989), 
and Honda et al. (1989b) proposed calculation methods for 
heat transfer during condensation on a bundle of horizontal 
flat-sided fin tubes. Ishihara and Palen (1983) and McNaught 
and Cotchin (1989) compared their results to available data 
for practical condensers and found good to reasonable agree
ment between predicted and actual surface areas. These the
oretical models remain to be verified by direct comparison 
with the local heat transfer data. Honda et al. (1989b) com
pared their theoretical predictions to available local heat trans
fer data (Katz and Geist, 1948; Gogonin et al., 1983; Marto, 
1988; Honda et al., 1989a) and found good to reasonable 
agreement between the two. 

The objective of the present study is to obtain the row-by-
row heat transfer data during condensation of R-113 on the 
staggered bundles of horizontal finned tubes with vertical va
por downflow. Following the previous study for in-line bundles 
(Honda et al., 1989a), two kinds of flat-sided fin tube and 
four kinds of three-dimensional fin tube are tested and their 
heat transfer characteristics are compared with the previous 
results. 

Experimental Apparatus and Procedure 
The experimental apparatus, which consisted of a natural 

circulation loop of refrigerant R-113 and a forced circulation 
loop of cooling water, is schematically shown in Fig. 1. It was 
basically the same as that used in the previous study for the 
in-line bundles of horizontal finned tubes (Honda et al., 1989a) 
with the exception of the test sections. The test sections were 
3 X 15 (columns x rows) staggered bundles of horizontal 
finned tubes made of copper. The odd rows consisted of three 
active tubes and the even rows consisted of two active tubes 
and dummy half tubes on the side walls. Both the longitudinal 
and transverse tube pitches were 22 mm. These values were 
the same as those for the in-line tube bundles (Honda et al., 
1989a). The tube bundles were assembled in a vertical duct 
with inner dimensions of 66 x 100 mm2, as shown in Fig. 2. 
The side walls parallel to the tube axis were provided with 
viewing windows. A gutter for collecting the falling condensate 
on the duct wall was attached to the duct just downstream of 
the fifteenth row. 

Six finned tubes with different fin geometry were tested. 
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CONDENSATE 

1 Boiler 2 Superheater 
4 Test section 5 Drain separater 
7 Condensate measuring tube 
9 Chilling unit 10 Cooling water tank 
12 Circulation tank 13 Orifice 
15 Feed pump 16 Mixing chamber 
17 Pressure gauge 18 Rotameter 

3 Calming section 
6 Dump condenser 
8 Condensate receiver 
11 Feed pump 
14 Inverse U-tube 

manometer 
19 Vacuum pump 

A A A 
W KJ KJ 

Fig. 1 Schematic diagram of experimental apparatus Fig. 2 Cross-sectional view of test section 

Table 1 Dimensions of test tubes 

Tube designation 

Fin pitch 

Fin height 

Fin thickness at fin tip 

Fin half tip angle 

Diameter at fin tip 

Diameter at fin root 

Tube inside diameter 

P 
h 
t 
6 
d 

mm 
mm 
mm 
rad 
mm 
mm 
mm 

A 

0.96 

1.43 

0.24 

0.082 

15.60 

12.74 

11.21 

B 

0.50 

1.30 

0.05 

0.047 

16.10 

13.50 

11.80 

C 

0.73 

0.99 

15.85 

13.87 

12.09 

D 

1.00 

1.28 

15.80 

13.24 

11.39 

E 

0.69 

1.01 

15.86 

13.84 

12.22 

F 

0.95 

1.14 

15.81 

13.53 

12.04 

These tubes were the same as those tested for the in-line tube 
bundles (Honda et al., 1989a). The dimensions of the test tubes 
are listed in Table 1, and the longitudinal cross section and 
close-up of these tubes are shown in Fig. 3. Tubes A and B 
had flat-sided annular fins, whereas tubes C-F had three-di
mensional fins. Tubes A and C-F were obtained from tube 
manufacturers. Tube B was machined from a smooth tube. 

This tube had fin dimensions that were close to the optimum 
values obtained from the previous theoretical model (Honda 
et al., 1989b). The procedure for optimizing the fin dimensions 
is described in detail in Honda and Nozu (1990). 

For tube A, two types of test section were used. One of the 
test sections consisted of 15 rows of active tubes. The other 
had two rows of inundation tubes at the top and the lower 

Nomenclature. 

d = diameter at fin tip 
g = gravitational acceleration AX = 
h = fin height 

hfg = specific latent heat of 
evaporation t -

k = number of active tubes in a u = 
tube row 

/ = effective length of tube W = 
n = number of rows counted from 

top row 
Nu = condensation number = 

fin pitch 
heat transfer rate to coolant y = 
heat loss to environment 
film Reynolds number, Eq. (5) 
saturation temperature 

a(vj/ 

P 
Q 
Qi 
Re 
T, 

average tube wall temperature 
at fin root for a tube row 
average condensation 
temperature difference for a 
tube row = Ts - Twm 
fin thickness at fin tip 
vapor velocity based on 
minimum free cross section 
flow rate of condensate 
leaving a tube row 
average heat transfer 
coefficient for a tube row 
based on equivalent smooth 
tube area, Eq. (1) 
ratio of condensate 
transported to duct wall to to
tal condensate leaving a tube 
row, Eq. (3) 

e = ratio of condensate flow rate 
on the duct wall to total 
condensate flow rate at the 
exit of a tube bundle, Eq. (4) 

8 = fin half tip angle 
A, = thermal conductivity of 

condensate 
fii = dynamic viscosity of 

condensate 
vi = kinematic viscosity of 

condensate 

Subscripts 
N = 

n = 
o = 

calculated value by the Nusselt 
equation for single smooth 
tube 
nth row 
tube bundle inlet 
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Tube.' A Tube 8 Tube C lube D Tube E TlIb~ F

Fig. 3 Longitudinal cross section and close·up of test tubes

rows consisted of tube A. The latter was used to simulate
condensation at a large condensate inundation rate. For tubes
B-F, experiments were conducted using test sections that had
two rows of inundation tubes at the top and one or two rows
of these tubes at the twelfth to fourteenth rows. The remaining
rows consisted of tube A.

The vapor gage pressure was measured by a precision Bour
don tube gage, reading to 102 Pa, connected to a pressure tap
on the duct wall located 100 mm upstream of the first row.
The atmospheric pressure was measured by a Fortin barometer.
The vapor temperature was measured by two I-mm-o.d.
sheathed thermocouples inserted in the test section at 70 mm
upstream and 70 mm downstream of the tube bundle, respec
tively. The temperature of the condensate returning to the
boiler was also measured by a I-mm-o.d. sheathed thermo
couple. The cooling water temperatures at the inlet and outlet
of each row were measured by two junction thermopiles in
serted in mixing chambers. The tube wall temperature was
measured by the resistance thermometry. The test tubes and
a standard resister of 1 mn were connected in series by a lead
wire to a 40 A d-c power supply. Voltage taps were soldered
at both ends of each test tube. The thermocouple and ther
mopile outputs and the voltage drops of the test tubes and the
standard resistor were read ten times consecutively and re
corded by a programmable data logger to 1 f.tV. In the data
reduction, the average values of the ten measurements were
adopted as the experimental data. The cooling water flow rate
for each tube row was measured using an orifice and an inverse
V-tube manometer. The flow rate of condensate on the duct
wall, collected by the gutter shown in Fig. 2, was also measured
using an orifice and an inverse V-tube manometer.

Two kinds of experiment were performed at the vapor pres
sure of about 0.11 MPa (Ts "'" 323 K). The first experiment
was aimed at obtaining heat transfer data without the effect
of condensate inundation. In this experiment the cooling water
was passed through only the thirteenth row of the test section.
The second experiment was aimed at obtaining heat transfer
data under the combined effects of vapor shear and condensate
inundation. In both the experiments, the power input to the
boiler was changed in six steps from 5 to 45 kW, which cor
responded to the vapor velocity (based on the minimum free
cross section) at the tube bundle inlet Uo of 3.3 to 18.4 mls.
For each step of the power input, experimental data at the
condensation temperature difference f1,. T of 1.1 to 25 K were
obtained by changing the flow rate and temperature of the
cooling water entering the test section.

The cooling water temperature could be changed between
280 and 323 K by recirculating a part of the cooling water
flowing out of the test section. Hotter water from the test
section and colder water from the cooling water tank were
mixed in a circulation tank and fed to the test section (see Fig.
1). Each flow rate was controlled by changing the valve open
ing. Fine control of the cooling water temperature was achieved
by changing the power input to the electric heater installed in
the circulation tank. The variation of the cooling water tem
perature among the ten measurements was within 0.04 K. The
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uncertainty in the measured f1,.T value was believed to be less
than 0.08 K.

During the experiments, the superheater was switched off.
Thus, the measured vapor temperatures upstream and down
stream of the test section were assumed to be equal to the local
saturation temperatures. The local saturation temperature in
the tube bundle was determined by an interpolation procedure
taking account of the static pressure drop. Following the pre
vious study for the in-line tube bundle, the measured wall
temperature was assumed to be equal to the average temper
ature of a superficial smooth tube obtained by cutting off the
fins. Then the fin root temperature Tw was obtained from the
measured value making a small correction «0.15 K) for the
radial wall conduction for one half of the tube thickness. The
possible error in the Tw value was estimated to be within 0.08
K. Further discussion ofthe measured wall temperature is given
in the previous paper (Honda et al., 1989a). The average heat
transfer coefficient ex and the average condensation number
Nu for each tube row were, respectively, defined as

ex== (Q-Q/)/k1rdlf1,.T (1)

Nu == ex(vrI g) 1/
3/A/ (2)

where Q is the heat transfer rate calculated from the temper
ature rise and flow rate of the cooling water, Q/ is the heat
loss to the environment, k is the number of active tubes in the
tube row (== 2 or 3), I is the effective length of the test tube
(== 100 mm), f1,.T == Ts - Twm , and Twm is the average wall
temperature at the fin root for each tube row. The Q/ value
was obtained from a calibration curve determined by prelim
inary experiments. It was found that Q//Q < 0.04. The pro
cedure for determining the calibration curve for Q/is described
in detail by Honda et al. (1989a). The uncertainties in these
measurements led to an uncertainty of 5 percent in the IX value
for f1,.T ~ 3 K. In the data reduction, the physical properties
of the condensate were evaluated at the reference temperature
Twm + 0.3f1,.T.

Experimental Results and Discussion
Behavior of Condensate. Figure 4 compares the conden

sate flow patterns at the first and thirteenth rows of tube A
for low and high values of Uo' The film Reynolds number Re
(defined by Eq. (5» for each condensate flow pattern is also
shown in Fig. 4. The observed flow patterns are basically the
same as those for the in-line tube bundle (Honda et al., 1989a).
In Fig. 4(a) for Uo == 4.0 mis, the condensate falls from the
tube bottom in the forms of droplets and condensate columns
at the first and thirteenth rows, respectively. The falling con
densate impinges on the lower tube and flows down the tube
through a number of grooves between adjacent fins. The other
grooves between the impinging points are not affected by the
falling condensate. For the latter portion, the flooding level
(below which the interfin space is almost completely filled with
condensate) agrees well with the theoretical prediction for stag
nant vapor (Honda et al., 1983). In Fig. 4(b) for Uo == 17.7
mis, the flooding level is not so obvious. A part of the falling
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condensate is disintegrated into small droplets by the vapor
shear and impinges on the viewing window. However, the tube
at the thirteenth row can be observed more clearly than the
case of the in-line tube bundle (Honda et aI., 1989a). This is
due to the fact that some of the condensate falling on the
viewing window is intercepted by the dummy half tubes at the
twelfth row.

Figure 5 shows condensate flow patterns corresponding to
the combination of low and high values of Uo and Re for tube
D. Comparison with Fig. 4 reveals that the observed flow
patterns are basically the same for tubes A and D. However,
for the latter with three-dimensional fins, the flooding level is
not clearly observed at low Uo and the generation of entrain
ment is more pronounced at high Uo'

It is relevant to note here that for tubes C-F with three
dimensional fins, the observed condensate flow pattern was
the column mode for Uo :s; 4 mls and Re ~ 500. This is in
contrast to the case of the in-line tube bundles (Honda et aI.,

Uo m/s

Flg.7 Variation of. with u.; comparison of staggered and in·line (Honda
et aI., 1989a) tube bundles

Heat Transfer Results
Effect of Vapor Velocity. Figure 8 shows the heat transfer

results for the thirteenth row without condensate inundation
from the upper tubes. In Figs. 8(a-f) , experimental data for
tubes A-F are plotted on the coordinates of IX versus tiT with
Uo as a parameter, respectively. In each figure, the previous
results for the in-line bundle of the same test tube (Honda et
aI., 1989a) are also shown by dash-dot lines. Generally, the

1989a) where the observed flow pattern was the sheet mode
for the same ranges of Uo and Re. This may be ascribed to a
large difference in the vertical tube spacing between the two
tube bundles (6.2 and 28.2 mm for the in-line and staggered
tube bundles, respectively).

Figure 6 compares the condensate flow patterns at a high
vapor velocity between the in-line and staggered bundles of
tube A without condensate inundation from the upper tubes.
In Fig. 6(a) for the in-line tube bundle, the interfin space near
the tube top is partially filled with condensate. In Fig. 6(b) for
the staggered tube bundle, on the other hand, no condensate
retention is observed near the tube top. This difference is
related to the difference in the mainstream distribution between
the two tube bundles. For the in-line tube bundle, the impact
of the mainstream on the tube surface occurs at about 0.7 rad
from the tube top, whereas it occurs at the tube top for the
staggered tube bundle (Zukauskas, 1972). Thus, for the in-line
tube bundle at high Uo> the condensate is retained near the tube
top due to the positive pressure gradient and negative inter
facial shear stress produced by the recirculating vapor flow
downstream of the upper row.

Figure 7 shows the ratio of condensate falling on the duct
wall to the total condensate flow rate, E, for tube A plotted
as a function of Uo with tiT as a parameter. The E value de
creases gradually with increasing Uo' A relatively high E value
at low Uo was caused by the longitudinal flow of condensate
hanging on the tube bottom toward the duct wall. Also shown
in Fig. 7 are the previous results for the in-line bundle of tube
A (Honda et aI., 1989a). The two results are in fair agreement
except that the staggered tube bundle shows a somewhat higher
{ value at low Uo'
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Fig. 8 Variation of a with AT for lower row without condensate inun
dation from upper tubes; comparison with in-line tube bundle results 
(Honda et al., 1989a) and theoretical predictions (Honda et al., 1989b). 

results for the staggered and in-line tube bundles are in fair 
agreement. This indicates that the difference in the condensate 
retention mode between the two tube bundles observed at high 
u0 (see Fig. 6) has a negligible effect on the average heat transfer 
performance. 

Comparison of the results for tubes A-F reveals that the 
heat transfer coefficients for tubes B-F are almost the same 
at low AT and u0. Tube A shows the lowest heat transfer 
coefficient at low u0. Tube B shows the highest heat transfer 
coefficient at higher AT and u0. The enhancement of heat 
transfer due to the increase of u0 from about 3.3 m/s to 18 
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Fig. 9 Variation of alaN with n for tube A; comparison with in-line tube 
bundle results (Honda et al., 1989a), theoretical predictions (Honda et 
al., 1989b), and smooth tube bundle results (Honda et al., 1989c) 

m/s is about 25, 30, and 15 percent for tubes A, B, and F, 
respectively, whereas little enhancement is observed for tubes 
C-E. The foregoing results for tubes A and B are in accord 
with the previous results for refrigerants condensation on single 
flat-sided fin tubes (Gogonin and Dorokhov, 1977; Michael 
et al., 1989). In Fig. 8(a) for tube A, the data for the first row 
are also shown by solid symbols. Comparison of the first and 
thirteenth rows reveals that a is higher for the former at high 
u0. However, the difference between the two is smaller than 
the case of the in-line tube bundle (Honda et al., 1989a). The 
solid lines in Figs. 8(a) and 8{b) show the theoretical predictions 
for a horizontal flat-sided fin tube with negligible vapor shear 
(Honda et al., 1989b). The predicted values agree well with 
the measured data at the lowest u0. 

Effect of Row Number. Figure 9 shows the variation of 
the enhancement ratio a/aN with the row number n for tube 
A, where aN denotes the Nusselt (1916) solution for a single 
smooth tube with the same values of d and AT" as tube A. The 
experimental data are presented for three values of u0. At u0 
= 4.0 m/s, the <x/aN ratio is virtually constant for all tube 
rows. This indicates a negligible effect of condensate inun
dation on the heat transfer performance. At u„ = 10.1 and 
18.2 m/s, the ct/aN ratio is somewhat higher for the second 
row than for the first row, which is probably due to the block
age effect of the first row, which acts to accelerate the main
stream impinging on the second row. For the second and 
subsequent rows, a/aw decreases gradually with increasing n 
and takes almost a constant value for n > 8. The increase in 
the a/aN ratio due to the increase of u0 from 4.0 to 18.2 
m/s is about 44 percent for the first row and within 12 percent 
for the eighth and subsequent rows. It is relevant to note here 
that the vapor velocity at the tube bundle exit decreased to 
1.5, 3.5, and 10.3 m/s for u0 = 4.0, 10.1, and 18.2 m/s, 
respectively. This indicates that the heat transfer performance 
is relatively insensitive to the vapor velocity at higher values 
of condensate inundation rate. Also shown in Fig. 9 are the 
experimental data for R-l 13 condensation on the in-line bundle 
of tube A (Honda et al., 1989a) and the staggered bundle of 
smooth tubes (Honda et al., 1989c), and theoretical predictions 
for a staggered bundle of horizontal flat-sided fin tubes with 
negligible vapor shear (Honda et al., 1989b). Comparison of 
the staggered and in-line tube bundles reveals that the a/aw 
ratio is almost unchanged between the two at the lowest u0. 
At higher values of ua, the a/aN ratio is somewhat higher for 
the staggered tube bundle at the second and subsequent rows. 
Comparison with the smooth tube bundle reveals that the heat 
transfer enhancement due to vapor shear is much smaller for 
tube A. It is also seen that the theoretical predictions are 
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Fig. 10 Variation of Nu with Re; comparison with theoretical predic
tions (Honda et ai., 1989b), smooth tube bundle correlation (Honda et 
al., 1989c), and Nusselt (1916) equation for single tube 

generally smaller than the measurements. However, the de
viation is within about 10 percent for u0 = 4.0 m/s. 

Combined Effects of Vapor Shear and Condensate Inun
dation. Following the case of the in-line tube bundles (Honda 
et al., 1989a), the condensate inundation rate was evaluated 
by the gravity drained flow model (Honda et al., 1989c). Ac
cording to this model, most of the condensate leaving the tube 
bottom falls vertically downward and impinges on the lower 
tube, whereas a small fraction 7 of the condensate flows lon
gitudinally toward the tube ends and falls down the duct wall. 
Thus, the flow rate of condensate leaving the nth row, W„, is 
related to that at the (« - 2)th row, W„^2, and the heat transfer 
rate at the «th row, (Q — Ql)„, as follows: 

W„= (l-y)W„_2+ (Q-Q,)n/hfg (3) 

When 7 is assumed to be constant for all rows, 7 is related to 
e, W„, and (Q - Q,)„ as follows: 

6 = 7 | ] WnjZl HQ-Ql)n/\ lfgi (4) 

The film Reynolds number for the nth row Re„ is defined 
as 

Ren = 2Wn/kml (5) 

The values of 7 and W„ were obtained by substituting the 
measured values of (Q - Qj)„ and e into Eqs. (3) and (4), and 
solving the resulting simultaneous equations iteratively. Then 
Re„ was obtained from Eq. (5). As can be seen from Figs. 4 

and 5, the actual condensate flow pattern deviates from the 
gravity drained flow model as u0 increases. Comparison of the 
calculated Re„ values between this model and the uniformly 
dispersed flow model (Honda et al., 1989c), which is considered 
to be another extreme, revealed that the latter was larger than 
the former by about 60 percent for the second row, and 10 to 
40 percent for the third and subsequent rows. 

Figure 10 shows the heat transfer results for all tubes under 
combined effects of vapor shear and condensate inundation, 
where Nu is plotted as a function of Re with u0 and AT as 
parameters. The value of a at nominal A J" was estimated from 
the measured data using the interpolation procedure adopted 
for the in-line tube bundle (Honda et al., 1989a). Generally, 
the Nu value is higher for higher u0 and smaller AT. Com
parison of tubes A-F reveals that the Nu versus Re distribution 
is somewhat different in trend between tubes A and B with 
flat-sided annular fins and tubes C-F with three-dimensional 
fins. For tubes A and B, Nu decreases very slowly with in
creasing Re, and the effects of u0 and AT are less significant 
for larger Re. For tubes C-F, Nu decreases more sharply with 
increasing Re, and the effect of AT is more significant for 
larger Re. This indicates that the decrease of effective surface 
area (i.e., surface area covered with a thin condensate film) 
due to the increase of condensate inundation rate is more 
significant for the three-dimensional fin tube. This may be 
ascribed to the presence of longitudinal grooves between the 
three-dimensional fins, which act to equalize the condensate 
flow rate along the tube length and to retain some of the 
condensate within them. 
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respective of n0, with the difference increasing with Re. For 
tube F with three-dimensional fins, on the other hand, the heat 
transfer characteristics of the two tube bundles are virtually 
the same. Comparison of all the data reveals that the highest 
heat transfer performance is provided by the staggered bundle 
of tube B with fin dimensions close to the theoretically deter
mined optimum values. This indicates that the previously pro
posed method for optimizing the fin dimensions (Honda et al., 
1990) can be an effective means for improving the design of 
shell and tube condensers. However, it should be noted that 
the theoretical model tends to underpredict the heat transfer 
coefficient at high values of u0 and Re (see Figs. 8-10). This 
is mainly due to the fact that the effects of vapor shear and 
the momentum of falling condensate were neglected in the 
theoretical model. The theory needs to be extended to include 
the effects of these factors to get a better agreement with the 
measured data. 

(a) u0 ~ 3.5 m/s 

10 F 

10 

10 

-MSfaQl 
* * ^ S S l M ^ 

Staggered In-I t ne 
O 
e 
A 
A 
a 

Tube A 
Tube B 
Tube C 
Tube D 
Tube E 
Tube F 

_l I I L_ 

10 10 

(b) u» 2 18 m/s 

Fig. 11 Variation of Nu with Re; comparison of staggered and in-line 
(Honda et al., 1989a) tube bundles, AT = 10 K 

The solid, dotted, and dash-dot lines in Fig. 10 show the 
theoretical prediction for a staggered bundle of flat-sided fin 
tubes with negligible vapor shear (Honda et al., 1989b), the 
empirical equation for a staggered bundle of horizontal smooth 
tubes (Honda et al., 1989c), and the Nusselt (1916) equation 
for a horizontal smooth tube, respectively. It is seen that the 
predicted values of Nu for tubes A and B are 5 to 20 percent 
lower than the measured values for u0 = 3.4 — 4.0 m/s. The 
deviation is most significant at the transition point of the 
assumed condensate flow patterns between the column and 
sheet modes, where the predicted Nu value shows a stepwise 
change. Comparison of the smooth and finned tube bundles 
reveals that the heat transfer enhancement due to vapor shear 
is much smaller for the latter, which indicates the predominant 
effect of surface tension in enhancing film condensation on 
the fined tube. 

Figure 11 shows a comparison of the present results for the 
staggered tube bundles with the previous results for the in-line 
tube bundles (Honda et al., 1989a) using the same test tubes. 
In Figs. 11(a) and 11(b), comparisons are made for low and 
high values of uot respectively. For tubes A and B with flat-
sided annular fins, the heat transfer characteristics of the two 
tube bundles are virtually the same at low u0, but the staggered 
tube bundle shows a slightly higher Nu value at high u0. For 
tubes C-E with three-dimensional fins, the staggered tube bun
dle shows a higher Nu value than the in-line tube bundle ir-

Conclusions 
Film condensation of downward flowing R-113 vapor on 

staggered bundles of horizontal finned tubes was experimen
tally investigated using six test tubes with different fin ge
ometries. The results were compared with the previous results 
for in-line bundles of the same test tubes and a staggered bundle 
of smooth tubes. The conclusions are as follows: 

1 For the flat-sided fin tubes, the falling modes of con
densate were basically the same for the staggered and in-line 
tube bundles. For the three-dimensional fin tubes, different 
falling modes (i.e., column mode for the staggered tube bundle 
and sheet mode for the in-line tube bundle) were observed for 
the two tube bundles at a low vapor velocity and a high con
densate inundation rate. 

2 The flooding level of condensate for the flat-sided fin 
tubes agreed well with the theoretical prediction except for the 
region near the falling point of condensate. At a high vapor 
velocity, condensate retention was also observed near the top 
of the tube for the second and subsequent rows of the in-line 
tube bundle, whereas it was not observed for the staggered 
tube bundle. 

3 The flat-sided fin tubes showed a very slovv decrease in 
the heat transfer coefficient with increasing condensate in
undation rate. The heat transfer performances of the in-line 
and staggered tube bundles were virtually the same at a low 
vapor velocity, but the latter showed a higher performance at 
a high vapor velocity. 

4 The three-dimensional fin tubes showed a faster decrease 
in the heat transfer coefficient with increasing condensate in
undation rate. The decrease was more marked for the in-line 
tube bundle and for a lower vapor velocity. 

5 The measured heat transfer coefficient for the flat-sided 
fin tubes agreed well with the theoretical prediction at low 
values of the vapor velocity and condensate inundation rate. 
However, the former deviated toward a higher value with in
creasing the vapor velocity and condensate inundation rate. 

6 Among the in-line and staggered bundles of the six finned 
tubes tested, the highest heat transfer performance was pro
vided by the staggered bundle of the flat-sided fin tube with 
fin dimensions close to the theoretically determined optimum 
values. 
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Exciplex Fluorescence 
Thermometry of Falling 
Hexadecane Droplets 
Exciplex fluorescence thermometry has been used to measure the temperature of 
283 micron hexadecane droplets falling through a quiescent, oxygen-free, approx
imately 500° C ambient. After a period of negligible change, the derived droplet 
temperatures exhibit a sharp rise of about 100° C followed by a gentle increase to 
approximately 200° C. The derived temperatures, although averaged over most of 
the volume of the droplet, still provide some evidence of internal processes in the 
droplet due to the partially selective optical sampling of the droplet volume, in which 
fluorescence from the region between 0.50 and 0.75 of the droplet radius contributes 
disproportionately. At longer times, the droplet is presumed to be approximately 
homogeneous, and the exciplex fluorescence thermometry measurements provide 
accurate, interpretable temperatures for the freely falling droplets. 

I Introduction 
Attempts to model vaporizing fuel sprays depend strongly 

on the models of individual droplet heating and vaporization 
processes. To date where have been numerous theoretical 
(Dwyer and Sanders, 1988; Williams, 1985; Aggarwal et al., 
1984) and experimental (Puri and Libby, 1989; Ray et al., 
1988; Neal and Baganoff, 1985; Wang et al., 1984; Knight and 
Williams, 1980) studies. Several excellent reviews are available 
in the literature (Sirignano, 1983; Faeth, 1983; Law, 1982). 
Studies of the heat and mass transfer processes affecting in
dividual droplets should lead to improved understanding, which 
can then be incorporated into the study of the complex dy
namics of fuel sprays. 

Currently, the literature contains little experimental data 
covering the temperature of droplets heating in a hot gas. The 
majority of the studies measuring this parameter are limited 
in the sense that the measurement itself was generally a per
turbing factor. A typical measurement of droplet temperature 
involves insertion of a microthermocouple into a droplet sus
pended from a small wire (Trommelen and Crosby, 1970; Ab
dul-Rahman, 1969). Both the thermocouple and the suspension 
apparatus may interfere with the measurement and make inter
pretation difficult. 

Recently, Wells and Melton (1990) published data covering 
temperature measurements of decane droplets falling through 
heated nitrogen. The technique of exciplex fluorescene ther
mometry (Murray and Melton, 1985), used by Wells and Mel
ton (1990) to measure the temperature of droplets being heated 
in a hot gas, is a real-time, minimally perturbing, optical tech
nique. In particular, this paper describes the use of low con
centrations (approximately 50 ppm (w/w)) of the fluorescent 
dopant so that there is minimal perturbation of the droplet 
evaporation process. 

Exciplex fluorescence thermometry can be both accurate and 
spatially precise, as has been demonstrated by Stufflebeam 
(1989) in his measurements of bulk fuel temperatures. One of 
the limitations of exciplex fluorescene thermometry (EFT) is 
that it requires that quenchers of the fluorescent dopants, in 
particular, oxygen, be excluded from both the liquid and gas 
phases of the system under investigation. 

Seaver and Peele (1990) have reported a related, but dif
ferent, noncontact fluorescent thermometry technique. They 
were able to measure temperatures between 0°C and 70°C in 
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water drops by relying on the intensity changes in the flu
orescence excitation spectrum of [Eu(EDTA)(H20)J ~'. In that 
work, where the drops were acoustically levitated, exclusion 
of oxygen was not required since quenching does not affect 
excitation spectra, but [Eu(EDTA)(H20)x]"' is restricted to 
aqueous systems and, because spectral scans of the dye laser 
are required, the [Eu(EDTA)(H20)J ~' system cannot be used 
for real-time measurements. 

In this work, we report the EFT-derived temperatures of 
283 /xm hexadecane droplets falling through hot nitrogen. EFT 
uses the temperature-dependent intensity ratio of spectrally 
separated emissions from a fluorescent dopant to derive the 
temperature of the hexadecane droplets as they heat up from 
room temperature. The highest measured droplet temperatures 
after 115 ms in an approximately 500 °C ambient are near 
200 "C (the normal boiling point of hexadecane is 287 °C). 
However, the temperature rise is not smooth; the inferred 
temperatures rise slowly, jump sharply, and finally increase 
slowly. It is possible that the sharp rise in the inferred tem
perature is due to partially selective optical sampling, perhaps 
of the core region of a vortex that arises due to internal cir
culation in the droplet. Images taken with a video microscopy 
system show that no significant evaporation occurs under the 
highest temperature conditions used. 

In the study of droplet heating and vaporization, the internal 
spatially resolved temperature is of great importance. Such 
results are not yet available. Wells and Melton used high optical 
densities to restrict the absorption of light, and subsequent 
fluorescence, to a "near-surface" region. They cautiously in
terpreted results as near-surface temperatures. In these exper
iments with low optical densities, the distribution of excited 
molecules within the droplet and the subsequent collection of 
the fluorescence is not affected by the bulk absorptance of the 
molecules, but rather by refraction at the droplet/gas interface. 
Nonetheless, certain regions of the droplet (the volume between 
0.5-0.75 of the radius) contribute most of the fluorescence 
and thus constitute the bulk of the "volume-averaged" tem
perature. Even in the absence of complete spatial information, 
these bulk experiments can still contribute to the understanding 
of droplet heating and evaporation, as for example the finding, 
cited in the previous paragraph that the droplet temperature 
is still some 80-90 °C below the fluid boiling temperature after 
120 ms in the heated ambient gas. 

Because the excimer and monomer bands are quenched by 
oxygen at different rates, atmospheric oxygen will cause errors 
in inferred temperatures. Thus, exciplex fluorescence ther-
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Fig. 1 Block diagram of experimental apparatus 

mometry is not recommended for use in realistic combustion 
environments. 

II Experimental 

(A) Chemicals and Solutions. Hexadecane (anhydrous, 
99+ percent purity) was obtained from Aldrich Chemical 
Company, Inc. Fluorescence from impurities in the hexadecane 
was still measurable after it had been chromatographed over 
activated A1203, but the residual fluorescence intensity was 
sufficiently low that it was negligible in comparison to the 
dopant fluorescence. 1, 3-Bis (l'-pyrenyl) propane (PYPYP) 
was obtained from Molecular Probes, Inc. and was used as 
received. A 0.1 mM solution of PYPYP in hexadecane was 
prepared and used for both droplet production and calibration 
work. Helium and nitrogen gases (99.99 + percent purity) were 
purchased from Big Three Inc. and used as received. In all 
experiments the PYPYP solution was purged with helium gas 
to remove dissolved oxygen. 

(B) Experimental Apparatus and Procedures. The ex
perimental design now being used is essentially the same as 
that used by Wells and Melton (1990). The purpose of that 
work was to use EFT to measure the temperature of hydro
carbon droplets as they fell through a heated environment. 
The purpose and overall experimental design of this work are 
very similar. The paragraphs below describe the details of the 
current experimental design and procedures, and, in particular, 
the changes from the Wells and Melton (1990) experiment in 
the apparatus, the fluorescent dopant system, and the pro
cedures. 

Droplets of a 0.1 mM solution of PYPYP in hexadecane 
were produced using a piezoelectric droplet generator of a 
design described generally by Shield et al. (1987). The generator 
is the same one used by Wells and Melton (1990). As before, 
steps were taken to insure that droplets were produced from 
oxygen-free liquid. In this case, helium was used as the purge 
gas for the fuel. 

A block diagram of the system electronics is shown in Fig. 
1. An optical mutlichannel analyzer (EG&G PARC OMA III 
Model 1460-V) with an intensified photodiode array detector 
(EG&G Model M-1420) coupled to a monochromator (Jarrell-
Ash Model Monospec 27; 150 g/mm ruling, dispersion 24 nm/ 
mm, f/3.8) was used to collect and process fluorescence data. 
A TTL output pulse (5 V, 16 ps) from the OMA acted as the 
trigger pulse for the experiment. This pulse was used to trigger 
the droplet generator and, after a variable delay, to trigger a 
light source, which was either a nitrogen laser or a strobe light. 
Since a high-voltage pulse ( — 900 V) is required to drive the 
piezoelectric droplet generator, the square-wave TTL pulse was 
used to trigger a pulse generator (General Radio Model 1217-
C) whose output (25 V, 0.8 ms) was then sent to a custom-
built high voltage pulser powered by a high-voltage power 
supply (Tennelec Model TC952). The output of the custom-
built high-voltage pulser (840 V, 0.8 ms) was then used to drive 
the droplet generator. The OMA TTL pulse was also used to 

drive a second pulse generator (Datapulse Model 101) whose 
output (5 V, 2 ms) was then delayed (0-600 ms) by a custom-
built signal delay device. The delayed pulse triggered a third 
pulse generator (EH Research Model 132A) whose output (40 
V, 2 ms) was used to trigger the pulsed excimer laser (Lumonics 
Model TE861S), which was operated on N2 at 337 nm (8 ns 
FWHM). This last pulse (attenuated 10 x) was also used to 
signal the OMA to begin readout of its detector. 

An important difference between this apparatus and that of 
Wells and Melton (1990) is the insertion of a pulse shaping 
circuit between the high-voltage pulser and the droplet gen
erator. The pulse shaping circuit consisted of a 1000 V diode 
inserted along the high voltage lead followed by a 56 kX resistor 
and then a 2000 V, 0.01 IF capacitor, both of which were 
inserted in parallel between the high-voltage and ground leads. 
Previously, a 900 V, 2 ms square-wave pulse was used to drive 
the droplet generator. The inserted circuit altered this pulse to 
be approximately a "reverse sawtooth" pulse, which has a 
sharp rising edge and an exponentially decaying falling edge. 
Use of this pulse shape results in substantially improved 
producibility in the vertical position of the droplet in the fall 
tube (Winter, 1990). While lateral instability was minimal, ± 1 
droplet diameter, vertical instability of the droplet position 
with a square-wave pulse driving the droplet generator was as 
great as 1 cm, about 35 droplet diameters. The shaped pulse 
reduced vertical instability to approximately ±4 droplet di
ameters. 

The cause of the vertical instability was determined by use 
of a video microscopy system (described below), which mon
itored the droplets at or near the nozzle of the droplet gen
erator. The pictures obtained by the imaging system revealed 
that at the rising (leading) edge of the square-wave, high-
voltage pulse, a reproducible volume of liquid, at a repro
ducible velocity, is forced out of the nozzle. At the falling edge 
of the high-voltage pulse a secondary, high-velocity jet of liquid 
(of a substantially smaller volume than the droplet) is ejected 
from the nozzle. Depending on the trigger pulse width, the 
"jet" either catches up to the primary droplet, or forms one 
or more satellite droplets, which trail after the primary droplet. 
The size of the main droplet was about 285 lm and the satellite 
droplets ranged in size from 20 lm to 50 lm. When the primary 
droplet is hit by the jet, it undergoes oscillations accompanied 
by fragmentation and/or changes in its velocity and/or its 
trajectory, which in turn leads to substantial vertical instability 
downstream from the nozzle. When the jet forms satellite 
droplets, the stability of the main droplet is not affected, but 
satellite droplets themselves interfere with the measurement. 
The reverse sawtooth pulse apparently allows the piezoceramic 
crystal to relax sufficiently slowly so that no secondary jet is 
produced. The height and width of the pulse were reduced to 
840 V and 0.8 ms, respectively, before being sent through the 
shaping circuit. 

The energy incident on the droplets was approximately 2.4 
U per pulse (337 nm) at a repetition rate of 0.3-1 Hz. The 
overall energy from the nitrogen laser was about 1.2 mJ per 
pulse. 

The fall tube was significantly different from that used by 
Wells and Melton (1990). In that work, doped droplets were 
injected downward into a heated zone within a hollowed-out, 
brass block against counterflowing, heated nitrogen gas. Their 
droplets fell through the counterflowing gas stream and could 
be interrogated at only two points during their fall, just before 
entry into the heated zone and 9.5 cm into the heated zone. 
This work used a square, double-walled tube of optical quartz 
(Fig. 2), which had nearly unobstructed optical access to the 
droplet's fall. The droplets fall through the center tube, which 
was constructed by stacking three standard 1 cm x 1 cm x 
4.5 cm quartz fluorescence cuvets and fusing them top to 
bottom (the bottoms of the two lower cuvets were removed 
and the uppermost cuvet was inverted with a small hole made 
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Fig. 2 Droplet heating /fall tube with cold stage 
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Fig. 3 Temperature profile in droplet fall tube at four different heater 
settings 

for droplet entry). The fusion zones between the cuvets resulted 
in two 1-2 mm zones of optical distortion; no fluorescence 
studies were attempted in these zones. Optical access to the 
droplet in the last 30 mm of the fall tube was not possible due 
to a fiberglass plug, which partially blocked the gas flowing 
out of the heating tube. This plug was inserted to adjust the 
purging rate of the fall tube. 

The current design introduces the flow gas at the top of the 
fall zone. A small quartz frit separates the inner quartz tube 
(the fall tube, 1 cm x 1 cm x 12.5 cm with a 2 mm hole at 
top center for droplet entry) from the potentially turbulent, 
substantially larger gas flow in the outer tube (the heating tube, 
3.9 cm X 3.9 cm x 15 cm). The glass frit allows enough gas 
to go into and down the inner tube to purge its volume every 
2 to 3 seconds. Electrical connections and gas enter the far 
end of the thermally insulated horizontal tube. Nitrogen gas 
passes over a resistively heated, bare nichrome wire element 
in the horizontal tube, which results in gas temperatures in the 
fall tube up to 560°C. Attempts to reach temperatures near 
700°C resulted in failure of the heater elements. 

A water-cooled, cylindrical brass cold stage (4 cm X 4 cm, 
shown in Fig. 2) was positioned above the droplet entry port 
of the droplet heating/fall tube and was separated from the 
all quartz apparatus by a 3-5 mm layer of ceramic insulation 
(Kaowool). A small box fan circulated room air over the drop
let generator and the fuel reservoir in order to prevent the hot 
gas rising from the fall tube apparatus from heating them. The 

temperature profiles measured in the center of droplet fall tube 
at different gas flow rates/heater powers are shown in Fig. 3. 
Temperatures were measured using a type J Omega iron-con-
stantan thermocouple read by an Omega HH-70JC meter 
(±1°C). 

The current apparatus has three advantages over that pre
viously used by Wells and Melton (1990): (1) Optical access to 
the droplets is possible over nearly all of their trajectory through 
the heated zone, (2) higher gas flow (purging) rates are possible 
since the gas flow is concurrent with the droplet's trajectory, 
and (3) higher temperature environments are obtainable. These 
changes make it possible to: (1) monitor drop temperature 
versus time (fall distance), (2) avoid problems of turbulence 
in the droplet fall zone and/or droplet levitation at the higher 
gas flow rates (both were troublesome in the previous droplet 
experiments), and (3) study droplet heating/vaporization under 
higher temperature conditions. 

Additional modifications, although not fundamental to the 
experiment, make the apparatus easier to operate. The piezo
electric droplet generator is now mounted on a gimbaled po
sitioner. The height of the fuel reservoir head relative to the 
droplet generator nozzle, which is critical for proper droplet 
production, can be adjusted, set, and then the generator and 
fuel reservoir can be moved as a single unit. The generator/ 
reservoir unit is moved vertically on a pole, which is itself 
mounted to an x-y positioner. Thus, the droplet generator 
apparatus can be moved freely in a controlled manner in all 
directions (x, y, z, H, and u) needed to align the droplet gen
erator nozzle properly with the 3-mm-dia hole in the center of 
the cold stage. The cold stage is aligned so that droplet emerging 
from its bottom fall through the 2-mm-dia droplet entry port 
at the top center of the fall tube. 

The quartz heating/fall tube was mounted on an adjustable 
machinist's table, while the optical portions of the apparatus 
(laser beam, lenses, and OMA detector) were mounted on a 
fixed table. Thus, the laser beam and the detector apparatus 
remained at a set height. Irradiation of a droplet at any point 
along its trajectory down the inner quartz tube was accom
plished by changing the height of the fall tube and droplet 
generator apparatus and then selecting the proper delay time 
for the light source trigger. This arrangement alleviated the 
need to realign the laser, detection apparatus, and associated 
optics when changing the droplet fall distance to be studied. 

By adjusting the laser/strobe trigger pulse delay to account 
for the approximately 0.8 m/s velocity of the droplets, it was 
possible to image the droplet at almost any point (1-95 mm) 
below the entry port of the fall tube. Within the narrow range 
of gas flow rates used in the fall tube (3.5-5 cmVs, corrected 
for thermal expansion), the droplet velocity was independent 
of the gas flow rate (and temperature). The measured velocity 
corresponds to a Reynolds number of 10 at 400°C (Chigier, 
1981). The calculated terminal velocity of a droplet at 400°C, 
using Stokes law, is 1.0 m/s. 

(C) Optics. Fluorescence emission was collected at a right 
angle to the excitation beam. The 5-cm-dia collection lens (f/ 
3.5) was aligned at a position 14.5 cm from the center of the 
fall tube and an equal distance from the detector slit. An 
aqueous solution of DDDC (2,7-dimethyl-3,6-diazocyclo-
hepta-l,6-diene perchlorate) prevented any scattered 337 nm 
laser light from reaching the detector. 

The fluorescence intensity of the PYPYP excimer peak from 
droplets at room temperature was sufficient to saturate the 
detector. For droplet measurements, the optics and laser in
tensity were adjusted to keep fluorescence intensity at less than 
50 percent of the detector saturation level. The overall intensity 
of the dopant fluorescence decreases with increasing temper
ature, but since the thermometer is based on relative, not 
absolute intensities of excimer (IE) and monomer (7M), the 
decrease does not affect the determination of temperature, so 
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Fig. 4 Monomer and excimer integrals in a PYPYP/C16 droplet spectrum 

long as an adequately intense signal is obtained. In most cases 
an adequate spectrum could be obtained from a single droplet, 
although in typical cases the spectra from 4-5 droplets were 
accumulated. 

Background spectra, taken before each of the droplet meas
urements, were obtained without droplets in the laser beam 
pulse (accomplished by changing the laser trigger pulse delay) 
and were routinely subtracted from the droplet emission spec
tra. The background-corrected spectra were digitized and stored 
on disk for later processing by the OMA system. Wavelength 
calibration of the spectrometer was performed using a low-
pressure Hg vapor pencil lamp (Hamamatsu Model C-940-
001). 

The integrated intensities, IE and iM, were obtained using 
the drop-line integration method from integrals of the spectral 
bands such as those shown in Fig. 4. The drop-line wavelength 
used in this study was 429 nm. IM is the integral from 372-
429 nm and IE is the integral from 429-541 nm. 

The possibility of droplet heating due to laser light was 
investigated. The IE/IM ratio was measured as a function of 
laser power by inserting filters in the incident laser beam. No 
significant effect was seen at any temperature in either droplet 
or calibration experiments. 

Calibration of the 0.1 mM PYPYP in hexadecane (PYPYP/ 
CI6) exciplex fluorescence thermometer was accomplished by 
recording emission spectra of bulk solution in degassed, sealed, 
4 mm i.d. x 6 mm o.d. quartz tubes at known temperatures. 
The same detection system was used for both calibration and 
droplet work. Droplet solution or pure solvent was vacuum 
sealed in tubes after three freeze-pump-thaw cycles with a final 
freeze-pump before flame sealing the tubes. 

The calibration tubes were checked for both thermal deg
radation and photodegradation by comparing their initial room 
temperature spectra with spectra taken after extended calibra
tion runs. No thermal degradation was detected and, at the 
337 nm laser wavelength used for all the reported temperature 
sensing experiments in this work, no evidence of photodeg
radation was detected. However, extended periods of exposure 
to 266 nm Nd.'YAG laser (frequency quadrupled, Q-switched, 
Quantel International Model 671C-10, 2.5 mJ/pulse, 10 ns 
FWHM, 10 Hz) radiation did alter the room temperature flu
orescence spectra of the calibration tubes. 

For the imaging/sizing studies, the droplets were backlit with 
an externally triggered strobe light (Alpha-M Model 161, 2-3 
microsecond pulse). A black and white CCD video camera 
(Sony Corporation of America Model XC-77RR) was mounted 
to a microscope (Bausch and Lomb Model Stereozoom 7) and 
coupled to a S-VHS VCR (Panasonic Model AG-1960). The 
droplet images captured on VCR tape were digitized using an 
IBM PC-AT compatible framegrabber board (Data Transla
tion, Inc., Model DT2853). The imaging system was calibrated 
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by imaging 1 mm spaced rulings at a set magnification. At the 
magnification used for this work (124 x), each pixel of the 
digitized images was equal to 7.35 fim. No streaking was ob
served in the images, and measurements transverse and parallel 
to the fall direction gave the same results. Since droplet di
ameters could be measured to about ± 1 pixel, the relative 
statistical error in the diameter of the 283 /tin droplets was 
approximately ±2.5 percent. Greater magnification was pos
sible using this same system, but the relative error in the di
ameters was not significantly improved. 

Ill Results and Discussion 

(A) Thermometry. The choice of an appropriate EFT 
Dopant depends on several factors. Differential evaporation 
of thermometry dopant(s) and fuel can lead to concentration-
dependent as well as temperature-dependent calibration, and 
hence evaporation of the droplets can result in derived tem
peratures that are incorrect. The absorptance across the droplet 
determines whether "surface" or "volume-averaged" tem
peratures are determined. Different dopant systems have dif
ferent temperature ranges for accurate thermometry. The 
following paragraphs describe why PYPYP was chosen as the 
EFT dopant for this work. 

Wells and Melton (1990) found it necessary to argue that 
their pryrene-doped decane droplets were undergoing minimal 
evaporation. The problem they sought to avoid was a change 
in the dopant concentration due to droplet evaporation. With 
pyrene as the dopant, the equilibrium in Eq. (1) is affected by 
both temperature and 

M*+M{—> E* (1) 
concentration. This means that as the droplet evaporates, the 
dopant concentration will change and the calibration curve, 
determined at a fixed concentration, will no longer be appro
priate. The resulting derived temperatures for the Wells and 
Melton (1990) experiment would be systematically low. 

The difficulty in calibration that would result from an un
equal dopant/fuel evaporation ratio can be removed by using 
PYPYP as the dopant instead of pyrene. PYPYP is two pyrene 
moieties joined by a three-unit methylene chain. The pyrene 
moieties form an excimer whose properties are highly similar 
to those of the excimer formed by separate pyrene molecules, 
but, since the pyrene moieties are tethered to each other, it is 
possible to eliminate the concentration dependence of the ex
cimer to monomer fluorescence ratio. Figure 5, which is a plot 
of the PYPYP IE/IM ratio versus concentration at room tem
perature (measured on a spectrofluorometer, Spex Fluorolog 
Model DM IB) demonstrates this effect. It shows that below 
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a concentration of about 5 x 10~4 M PYPYP, the excimer-
to-monomer fluorescence ratio is constant. As Gossage and 
Melton (1987) pointed out, the upper limit of dopant concen
tration for which IE/IM is independent of concentration is set 
by the point where significant intermolecular excimer for
mation, that is, interaction between pyrene moieties on dif
ferent PYPYP molecules, begins to occur. For the PYPYP in 
hexadecane thermometer, this limit is about 5 X 10~4 M. In 
order to allow for changing concentrations, due primarily to 
the evaporation of the fuel/solvent and other effects, the start
ing dopant concentration was set a factor of five below this 
limit (1 x 10"4 M was used in this work). Then, even if 80 
percent of the fuel evaporates and none of the relatively in-
volatile PYPYP (B.P. >350°C) evaporates, the PYPYP con
centration should remain at levels for which only the 
intramolecular excimer contributes significantly to the overall 
fluorescence signal; thus the IE/IM

 r a tio is concentration in
dependent and the calibration remains valid. 

The PYPYP/C16 thermometer is most useful for tempera
tures greater than 100°C. If greater resolution of the temper
atures below 100°C is needed, the intermolecular excimer 
thermometer based on pyrene, which Wells and Melton (1990) 
described, could be used. Since no evaporation of the hex
adecane droplets was detected, the inherent concentration de
pendence of the pyrene-based thermometer should not interfere 
in the 25-110°C range over which it is effective. The PYPYP/ 
C16 intramolecular thermometer is most effective in the 100-
400°C range (Gossage and Melton, 1987), and thus, it is com
plementary to the pyrene intermolecular thermometer. While 
pyrene makes a better high-sensitivity, limited-ranged ther
mometer, PYPYP is a more useful wide-range, high-temper
ature thermometer (Gossage and Melton, 1987). 

In EFT, the optical density of the droplet solution determines 
the region of the droplet from which the fluorescence, and 
hence the temperature reading, will originate. The molar ex
tinction coefficient of PYPYP in hexadecane at 337 nm (e337) 
as measured on a UV/Vis spectrofluorometer (Hewlett Pack
ard Model 8450) is about 2.2 X 104 liter/mole-cm and thus, 
for the 0.1 mM PYPYP/C16 solutions used in these experi
ments, the droplet optical density (ecd, where d is the droplet 
diameter) was 0.06. Hence, fluorescence originated from do
pant molecules in almost all regions of the droplet and the 
temperature readings from the PYPYP/C16 thermometer used 
for this work are to be interpreted as volume-averaged tem
peratures of the droplets. It should be noted that the light 
falling on the droplet is refracted. This results in the nonuni
form illumination of the droplet volume and in nonuniform 
collection of the resulting fluorescence. These refraction effects 
are important and will be discussed in Section III (D). 

Wells and Melton (1990) argued that the droplet optical 
density of their pyrene based EFT system was sufficiently high 
(ecd = 4) that the region of excitation was restricted to the 

near-surface region. Clearly, the surface temperature of a 
droplet is of significant interest, and, in the early stages of this 
work, attempts were made to design a variable optical density 
dopant system that would use naphthalenes as dopants for 
control of the droplet optical density and PYPYP (at concen
trations levels within its concentration-independent range) as 
the temperature sensing dopant. Unfortunately, the naphtha
lenes fluoresce at wavelengths that coincide with PYPYP ab
sorption and thus excite fluorescence from PYPYP molecules 
at depths well beyond that calculated on the basis of naph
thalenes optical density. Consequently, no surface restriction 
of PYPYP excitation was achieved. 

(B) Temperature Calibration. PYPYP/C16 emission 
spectra from the calibration samples were taken at tempera
tures ranging from 23°C to near 220°C. The resulting cali
bration curve, shown in Fig. 6, is a plot of intensity ratio {IE/ 
IM) versus solution temperature. The solid data points of the 
plot were measured as the temperature of the calibration sam
ple was being increased, while the open symbols denote data 
points taken as temperature was being decreased. Droplet tem
peratures are determined by comparing the IE/IM ratio ob
tained from droplet emission spectra to this curve. The 
uncertainty in the intensity ratio at each point is smaller than 
could be indicated on the plot and is less than ± 1,5°C for the 
most uncertain readings. 

The room temperature spectra from calibration tubes and 
droplets were indistinguishable. Therefore, it is believed that 
(1) no distoring refraction effects were altering the spectral 
intensities or shapes and (2) diffusion of atmospheric oxygen 
into the droplet fall tube was negligible; thus, the calibration 
procedures used for this work are valid. 

The calibration curve in Fig. 6 shows three distinct sections: 
a rise from room temperature to ^65°C, a plateau section 
between ~65°C and ~85°C, and finally a steady decrease 
above ~100°C. It is apparent that, in hexadecane, PYPYP 
excimer formation is most favored around 75°C. Below this 
temperature, kinetic factors, namely the diffusion of the two 
pyrene moieties toward each other during the monomer excited 
state lifetime, dominate (Zachariasse, 1978). As the temper
ature increases, the viscosity of hexadecane decreases, and 
excimer formation increases. As temperature increases above 
75 °C, thermodynamic factors dominate and the monomer/ 
excimer equilibrium in Eq. (1) shifts increasingly toward the 
monomer side. 

The double-valued nature of the calibration curve creates 
some ambiguity in the interpretation of certain intensity ratios. 
For instance, an IE/IM of 8 could be interpreted as a temper
ature of 43°C or 116°C. However, since the experimental de
sign allows droplets to be interrogated at almost any position/ 
time during their fall, the double-valued nature of the cali
bration curve did not present a difficult problem. For example, 
if after some amount of time in a heating environment the 
droplets give an IE/IM of 8, and at slightly longer time a higher 
ratio, then droplet temperature is increasing from about 45 °C. 
If, on the other hand, the ratio decreases from 8, then droplet 
temperature is increasing from about 115°C. From 55°C to 
about 105°C, the change in IE/IM is relatively small and, as a 
thermometer, the PYPYP/C,6 system is neither accurate nor 
easy to interpret in this range. Above about 105"C the IE/IM 
ratio falls smoothly as temperature increases and interpretation 
is straightforward. The upper temperature sensing limit for 
the PYPYP/C16 system has been estimated to be around 400°C 
(Gossage and Melton, 1987). The calibration curve in Fig. 6 
was not extended beyond 220 °C since the highest derived drop
let temperatures from these experiments did not exceed 220°C. 

(C) Droplet Measurements. Figure 7 shows droplet tem
perature versus time and distance at the four different heating 
tube settings shown in Fig. 3. The IE/IM ratios were extrap
olated to zero laser power before comparison with the cali-
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Fig. 7 Droplet temperature versus time and distance at four different 
heater settings (see Fig. 3) 

a - Measured Volume 

o - Calculated Volume 

DROP VOLUME vs DISTANCE 
High Temperature Setting 

8 9 10 cm 
100 125ms 

DISTANCE (cm) 
TIME(ms) 

Fig. 8 Droplet volume versus time and distance at highest heater set
ting 

bration curve, thus the reported temperatures reflect only the 
effects of the heated gas on the droplets. It should be noted 
that the vertical bars connecting pairs of data points in Fig. 7 
are not standard error bars, but a reminder of the double-
valued nature of the calibration curve. The true derived tem
perature for these paris of points is actually one end point or 
the other, within the error limits of the measurement (±7°C). 
The spatial resolution of the measurements is estimated to be 
±1.5 mm. When obtaining droplet measurements at a single 
height the reproducibility of the measurement is as good as 
±2°C, but changing the height increases this uncertainty to 
±7°C. 

The results shown in Fig. 7 are striking. The curves drawn 
in Fig. 7 are there to guide the reader and show generally the 
nature of the inferred droplet temperature rise. It is supposed 
that the droplets are at the temperature of the cold stage (23-
26°C) as they enter the heated zone. After a lag period, during 
which the inferred temperatures remain close to room tem
perature, the duration of which varies depending on the heater 
setting, the inferred temperatures exhibit a steep rise. After 
this steep rise, the inferred temperature continues to increase, 
but at a much lower rate. At the highest heater setting, the 
sharp temperature rise is over within the first 10 ms of the 
droplet's fall in the heated zone. As the gas temperature is 
reduced the sharp rise occurs at successively longer times and 
the slope of the subsequent portion of the temperature versus 
time plot becomes smaller. The final temperature readings at 
around 115 ms were significantly lower than the boiling point 
of hexadecane (287 °C). 

The derived hexadecane droplet temperatures are consistent 

a) DROPLET WITH 

RAY TRACING 

b) RADIAL DIFFUSION 

ONLY 

C) VORTEX 

CIRCULATION 

GAS-PHASE 
STREAMLINES 

Fig. 9 Droplet with: (a) ray tracing, (b) radial diffusion only, (c) internal 
circulation 

with those reported by Wells and Melton (1990), who worked 
with decane droplets in a lower temperature gas. Their ap
paratus could image the droplets at only two points, 5 mm 
and 95 mm into the heated zone, which prevented detection 
of the sharp temperature rise seen in this experimental work. 
The highest temperatures they reported were significantly be
low the boiling point of decane. 

Figure 8 shows droplet volume (as determined by the im
aging/sizing system) versus time and distance at the highest 
ambient temperature used. Also included in Fig. 8 is a curve 
showing the change in droplet volume using the assumption 
that a droplet whose size is determined at room temperature 
undergoes thermal expansion with no evaporation, as calcu
lated by the procedure given by Wells and Melton (1990). 
Thermal expansion coefficients were taken from Doss (1943). 
Room temperature droplet diameters were 283 /zm, which cor
responds to a droplet volume of 11.9 nl; thermal expansion 
increases this volume by about 14 percent at 200°C. The im
aging system has an estimated relative error of about ± 8 per
cent for droplet volumes. As can be seen, the experimental 
and calculated curves in Fig. 8 are not significantly different. 
The implication is that the only significant change in droplet 
size/volume is due to thermal expansion and that no detectable 
amount (< 10-15 percent) of the hexadecane droplet has va
porized after about 120 ms in the gas at the highest temperature 
setting. 

(D) Interpretation of Derived Droplet Temperatures. To 
interpret Fig. 7, which shows a sharp, steeped rise in droplet 
temperature, it is useful to examine these results in the context 
of (1) the potentially selective nature of excitation/fluorescence 
of the droplets, and (2) possible mechanisms for droplet heat
ing. 

Refractive (lensing) effects at the liquid-gas interface have 
been shown to result in zones of high intensity "hot-spots" 
within the droplets (Benincasa et al., 1987; Kwok et al., 1990). 
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Table 1 Fractional fluorescence from radial quartile sections 
of a spherical droplet 
Radius range 

(/A,) 
0.0-0.25 
0.25-0.5 
0.5-0.75 
0.75-1.0 

Fractional 
volume 

0.016 
0.109 
0.297 
0.578 

Fraction of 
fluorescence 

0.04 
0.26 
0.58 
0.12 

Droplet optical density, ecd = 0.06; Index or refraction, n = 1.4; f/ 
3.5 

Figure 9(a) schematically shows, via ray tracing, these lensing 
effects in a droplet irradiated as in this experiment. The con
vergence of the rays creates regions of high illumination on 
the back side and within the interior of the droplet, away from 
the light source. Analogous refraction effects lead to substan
tially greater probability of capture of isotropically emitted 
fluorescence from the side of the droplet away from the de
tector lens. Table 1 lists the calculated (Melton, 1991) fractions 
of light absorbed by, and detected from, successive radial 
quartile sections of the droplet. The third quartile section, 
which is less than 30 percent of the total droplet volume, is 
responsible for nearly 58 percent of the total detected fluo
rescence. This is what is meant by "partially selective optical 
sampling" of the droplet. The outer quartile section of the 
droplet, nearly 58 percent of droplet volume, produces less 
than 12 percent of the detected fluorescence, while the two 
inner sections, half of the droplet radius (12.5 percent of its 
volume), produce about 30 percent of the detected light. 

Interpretation of the "volume-averaged" temperature re
quires consideration of these refraction effects and the tem
perature dependence of the fluorescence quantum yield. As 
shown in Table 1, 84 percent of the fluorescence detected from 
the PYPYP-doped hexadecane droplets originates from the 
second and third quartile sections (about 41 percent of the 
total droplet volume), and thus the derived volume-averaged 
temperature is significantly weighted toward the temperature 
of the liquid in this volume. Additionally, since lower-tem
perature PYPYP/C16 gives more intense fluorescence, the 
"volume-averaged" fluorescence would be biased even further 
toward low-temperature fluid in the selectively sampled zone. 
Thus, for a temperature step to be observed, the cool liquid 
in this selectively sampled zone must be heated significantly, 
i.e., 50-100°C. 

The data in Table 1 are based on an index of refraction of 
1.4. The index of refraction for hexadecane (nD) at 20°C is 
1.4345 (CRC, 1984), but the calculations that generated the 
data that are presented in Table 1 are not sensitive to small 
changes in the index of refraction; thus, while the percentages 
of detected fluorescence in Table 1 may change, the selective 
sampling effects will remain. 

Temperature gradients within the heating droplets could dis
tort the calculations given above due to the temperature de
pendence of the index of refraction. These "mirage" type 
effects may alter, but should not remove the selective sampling 
effects tabulated in Table 1. 

If the droplet is considered to be a solid sphere (i.e., internal 
motion not present), then the only mechanism available for 
heating the interior of the droplet would be radial thermal 
diffusion. Figure %b) shows how a radially diffusing thermal 
wave would propagate into a droplet. The thermal wave would 
need to propagate to somewhere near a depth of (r/2) before 
observance of a temperature step, as seen in Fig. 7, would 
occur. A characteristic time for thermal diffusion to reach this 
depth has been estimated to be 6 ms (r = rVa, where r is 
droplet radius and a is thermal dif f usivity of hexadecane), using 
equations from Prakash and Sirignano (1977). 

A second mechanism for droplet heating is (shear-induced) 
internal circulation. A generalized depiction of this is shown 
in Fig. 9(c). The mechanism involves transport of hot surface 

liquid into the droplet interior with the result that the droplet 
interior regions heat more rapidly than they would with just 
radial diffusion (Law and Sirignano, 1977). Support for the 
existence of a circulating core region can be found in theoretical 
calculations (Dwyer and Sanders, 1984; Sirignano, 1983) and 
Winter and Melton (1990) were able to show experimental 
evidence of internal circulation (possibly shear-induced) within 
300-500 nm decane droplets produced in a fashion similar to 
that used here. By comparing Figs. 9(a) and 9(c), it appears 
that the interior hot spot may coincide with part of the vortices 
caused by internal circulation. The sharp rise in derived tem
perature may actually signal the collapse of the core region of 
the internal vortex, as this would be the last volume of the 
droplet with which the hot surface liquid mixes. The time for 
circulation around a vortex is similarly estimated to be 3.5 ms 
(Prakash and Sirignano, 1977). 

For both mechanisms, the droplet would continue to heat 
at later times, but the temperature would be virtually homo
geneous. With lower gas temperatures, propagation of the 
thermal wave or the heating of the vortex center would require 
longer times, as the behavior shown in Fig. 7 indicates. 

Since the estimated times for diffusion and internal circu
lation are so close to one another, the present treatment does 
not distinguish between the two mechanisms. 

It should be noted that these refraction effects are always 
present in droplets that are illuminated by a source larger than 
the droplet diameter. The discussion given above has indicated 
that the partially selective optical sampling induced by the 
droplet refraction can be exploited to give selective information 
about the temperature in an internal shell of the droplet, even 
if it does not give full spatial profiles. 

(E) Interpretation of Volume Measurements. Figure 8 
shows that room temperature hexadecane droplets, not ex
periencing any loss of mass due to evaporation, would increase 
in volume due to thermal expansion by about 14 percent when 
heated to near 200°C. Thus, within the resolution of the this 
work, the measured volumes of the heated hexadecane droplets 
do not differ significantly from the calculated volumes. This 
indicates that the hexadecane droplets are not experiencing 
significant (> 10-15 percent) evaporation. 

(F) Extensions of Measurements. Attempts to extend 
PYPYP EFT to lower alkanes, in particular dodecane, were 
unsuccessful. Figure 5 shows that with hexadecane there is a 
usable range of concentrations where the intensity ratio is 
constant, but attempts to make a similar demonstration with 
PYPYP in dodecane revealed no such concentration-inde
pendent range above the concentration at which the overall 
intensity falls below a useful level. The PYPYP moelcules 
diffuse faster in the less viscous dodecane, and thus inter-
molecular excimer formation increases. 

Methanol is known to form exciplexes (Bai, 1991). Thus it 
may be possible to develop EFT dopants for investigations of 
the heating/vaporization of methanol droplets. 

IV Conclusion 
The time-dependent temperature increase of hexadecane 

droplets exposed to a hot, relatively quiescent, oxygen-free 
environment has been measured using exciplex fluorescence 
thermometry. The derived droplet temperatures exhibit a gentle 
rise followed by a sharp jump and then a final gentle increase 
up to near 200°C. No droplet evaporation was detected after 
120 ms in an approximately 500°C ambient. It has been pos
tulated that the sharp jump in temperature results from the 
partially selective optical sampling of the droplet volume. It 
was not possible to determine whether internal circulation or 
radial diffusion is the dominant heat transfer mechanism in 
the droplet. 
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Endnote 
As a clarification, it should be noted that exciplex and ex

cimer refer to different chemical entities. Exciplex refers to an 
excited state complex, where the two species of the complex 
differ. On the other hand, excimer refers to an excited state 
dimer, where the two species of the complex are the same type 
ofmolecule. A particularly well-studied example of an excimer 
is the excited state species formed by two pyrene molecules, 
whereas an excited state complex of naphthalene and TMPD 
(N, N, N' , N'-tetramethyl-p-phenylene diamine) is an example 
of an exciplex (Murray and Melton, 1985). The first use of the 
technique known as exciplex fluorescence thermometry, as de
scribed in a patent issued to Melton in 1986 (U.S. Patent 
4,613,237), used an exciplex as the fluorescent dopant and, 
even though excimer type dopants have been used in later 
developments of the technique, it is still generally referred to 
as exciplex fluorescence thermometry. In addition, it should 
be noted that both intramolecular and intermolecular excimers 
and exciplexes can be formed. Intramolecular describes a com
plex from separate moieties/pieces within a single molecule, 
and intermolecular describes one formed from two separate 
molecules. 
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Measurement of Radiative 
Properties of Ash and Slag by 
FT-IR Emission and Reflection 
Spectroscopy • 
This article presents laboratory measurements of the radiative properties of ash and 
slag deposits that have been extracted from combustion devices. The measurements 
were made by a technique employing a sample heating device that is coupled to a 
Fourier Transform Infrared (FT-IR) spectrometer to measure the sample's emission 
and directional-hemispherical reflection. By this technique, the temperature at the 
measurement point and the spectral emittance of the surface are both obtained. 
These measurements are then related to the physical and chemical properties of the 
surface to determine what controls the radiative properties. The measurements have 
shown that the physical state of a deposit (i.e., fused, sintered, or packed particles) 
greatly influenced the measured spectral emittance. The results were in agreement 
with mathematical models that account for the physical properties. 

Introduction 
Thermal radiation plays a key role in the operation and 

efficiency of combustion systems, accounting for over 90 per
cent of the heat transfer (Raask, 1985). The radiative heat 
transfer in coal-fired boilers is dominated by the properties of 
inorganic deposits on surfaces, and of entrained particulates, 
which are present in the system. The properties governing the 
emission, absorption, and attenuation of the radiative energy 
by deposits and entrained particulates are a key element in 
accurately predicting the radiative heat transfer. They are also 
necessary for in-situ determination of current deposit condition 
(composition, temperature) from optical measurements. As the 
need increases for higher efficiency and better pollution con
trol, more complete knowledge of the boiler operating con
ditions is necessary. Thus, there is an increased need to know 
the radiative properties (emissivity and reflectivity) of deposits 
and particulates in coal-fired combustion systems. 

In this paper, we report on the measurement in a laboratory 
apparatus of radiative properties at high temperature of sam
ples extracted from furnaces. There are two basic methods for 
measuring the spectral emittance of a surface at an elevated 
temperature (Eckert and Goldstein, 1976): (i) measurement of 
the radiation emitted from the surface at a known temperature 
(spectral emittance), and (ii) measurement of radiation re
flected from, and transmitted through the material (1 - spectral 
emittance). If the sample is heated in a furnace, the emission 
method suffers from problems associated with distinguishing 
emitted radiation from furnace radiation reflected from the 
surface. 

In the reflection method, external radiation is reflected from 
the surface. It is modulated to distinguish it from the emitted 
or reflected furnace radiation. The reflected radiation must be 
measured over all angles of reflection, and this limits the degree 
to which the sample can be surrounded by the furnace. Precise 
knowledge of the sample temperature must be sacrificed to 
gain optical access. 
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The measurement technique recently described by Markham 
et al. (1990) overcame many of the problems of measuring 
emittance and temperature by using both the radiance and 
reflectance methods simultaneously in a geometry that elimi
nates any reflected furnace radiation. The reflectance meas
urement is used to determine the sample emittance but at an 
imprecisely known temperature. The emittance is then used in 
conjunction with the measurement of emitted radiation to de
termine the temperature. Therefore, both the emittance and 
temperature are determined. The measurements were per
formed using an apparatus consisting of a heating device, 
optics, and a Fourier Transform Infrared (FT-IR) spectrom
eter. The technique was validated by making spectral emittance 
measurements in the mid-IR, 1.6 to 20 /wn, at moderate sample 
temperatures for a number of calibration samples. 

This apparatus was employed on ash and slag samples of 
various chemical and physical conditions collected from several 
sources. In addition to applying the technique to measure ra
diative properties of ash and slag at elevated temperatures, the 
complex index of refraction was determined by absorption 
techniques employing fine particles of the materials suspended 
in KBr and Csl matrices. Spectral emittance was then calculated 
by semi-empirical models to compare with the observed emit-
tances. The measurements and model results were employed 
to gain an understanding of how the chemical and physical 
states of the sample affect the emittance. 

Experimental 

Ash and Slag Samples. Fused and sintered slag deposits 
from the firing of Illinois No. 6 bituminous coal were supplied 
by the Babcock & Wilcox Company, and Brigham Young 
University. A powdery fly ash from the firing of a Texas lignite 
was supplied by Stanford University. Table 1 lists the ash and 
slag deposits measured for radiative properties. Sample #3 was 
also fractured to measure the radiative properties of internal 
surfaces. Table 2 lists the inorganic oxide composition of each 
sample (except for sample #5) as measured by elemental x-ray 
analysis. 

Apparatus. The apparatus has previously been described 
in detail (Markham et al., 1990). It consists of an FT-IR spec
trometer coupled with an optical attachment that allows for 
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Table 1 Slag and ash samples 
SLAG OR ASH 
DESCRIPTOR 

Slag from refractory 
back wall of BCTU* 

Slag from top of 
slagging panel In BCTU 

One-lime molten pool of 
slag from inside BCTU 

San Miguel Ash 

ACQUIRED FROM 

B&W 

B&W 

B&W 

Sanford 
University 

8YU Slag BYU 

* BCTU: Basic Combustion Test Unit at B & W 

COAL FIRED AT 

Illinois No. 6 
(B&uminous) 

Hllnols No. 6 
{Bituminous) 

Illinois No. 6 
(Bituminous) 

San Miguel 
(Texas Ugn'rte) 

Illinois No. 6 
(Bituminous) 

B&W 

B&W 

B&W 

San Miguel 
San Miguel, 

BYU 

Station 
TX 

PHYSICAL 
DESCRIPTION 

Sintered Deposit 

Fused Deposit 

Fused Deposit 

Powdery Ash 

Fused Deposit 

Table 2 Compositional x-ray analysis for ash and slag deposit samples 

Inorganic 
Component 

N a 2 0 

MgO 

A1203 

Si02 

KjO 

CaO 

Ti0 2 

S0 3 

Fe 2 0 3 

Sample #1 
Sintered Deposit 

OU No. 6, Bi t Coal) 

0 

0 

10.96 

52.17 

2.23 

7.22 

1.08 

2.56 

23.71 

Sample #2 
Fused Deposit 

(HI No. 6, Bi t Coal) 

0.05 

0 

11.12 

59.28 

2.04 

4.96 

1.04 

0.09 

20.97 

Sample #3 
Fused Deposit 

{lllNo.61BiLCoal> 

2.76 

1.47 

18.16 

56.21 

1.47 

4.13 

1.01 

0.12 

14.68 

Sample H 
Powdery Ash 

(Texas Lignite) 

2.11 

0 

17.11 

70.63 

1.55 

4.32 

1.05 

0.94 

2.53 

measuring infrared directional reflectance (specular and dif
fuse), directional transmittance, and near-normal angle radi
ance from a heated surface. For reflectance and transmittance 
measurements, the FT-IR spectrometer's source radiation is 
modulated by the interferometer prior to impingement with 
the hot sample. Since the detector that receives the reflected 
or transmitted IR radiation is sensitive only to modulated ra
diation, the radiance of the sample does not interfere with the 
measurement. The measurement of the hot sample's emitted 
radiation was achieved in a geometry that prevented any re
flected furnace radiation from entering the collection optics. 
Samples were heated from the back or front with either a 
propane or oxy/acetylene torch. Surface-bonded thermocou
ples indicated that torch heating can maintain the temperature 
of the sample to within ± 10 K during the measurement time. 
A minimal interfering radiance was contributed to the meas
urement from the gaseous combustion products (H2O and C02). 
However, these contributions were confined to narrow and 
well-defined spectral regions. Since the sample measurement 
results in a broad band continuum spectrum, the added con
tributions of H20 and C02 can easily be identified in the 
appropriate spectral regions. Spectral corrections for H20 and 
C02 contributions were not performed. The narrow band con
tributions of H20 and C02 in the beam path can have a sub-
tractive effect if the gases are cooled and absorb sample 
radiation, or they can have an additive effect if the gases are 
sufficiently hot. 

Analysis 

Measurement Technique. Our measurements of direc
tional reflectance and transmittance over all angles about a 
circumference around a sample allow "integration" of the 
measurements to yield the required directional-hemispherical 
properties for isotropic scatterers (Siegel and Howell, 1981). 
Isotropic, in this sense, does not require the material to scatter 
diffusely, but it does require that directional scattering be 
independent of azimuthal angle. Directional scattering from 
surfaces with a directional surface grain pattern, for instance, 
will be dependent on azimuthal angle, and was discussed pre
viously (Markham et al., 1990). The optics and the compu
tational routine developed to obtain the radiation integrated 
over a hemisphere allow for measurements to be taken for 
polar angles at 5-deg (8.8 x 10"2 r) intervals. The data collec

tion of all the angular measurements required —15 min/sam-
ple. Measurement time could be reduced, of course, at the 
sacrifice of the signal-to-noise ratio. If the solid angle sub
tended by the detector is Afl, then the contribution by all 
radiation scattered through the angle 6 to the total is 

AIe = Ie2w sin 0(8.8 x 10-2)/A$2 

where Ie is the power measured at angle 6. The total integrated 
radiation about the hemisphere is obtained by taking the sum 
of the AIe components. 

Conservation of energy, that is, that radiation incident on 
a slab of material is either reflected, absorbed, or transmitted, 
allows us to determine the absorptivity of a material by closure: 

p„ + a„ + T„ = 1 (1) 
where a„ is the absorptivity, p„ is the directional-hemispherical 
reflectance, T„ is the directional-hemispherical transmittance, 
and the subscript v indicates a spectral quantity. By a Kirchhoff 
analysis it can be shown that the emissivity, e, is equal to the 
absorptivity, a (Bohren and Huffman, 1983): 

e„ = a„ (2) 

Hence, the spectral emittance of a material at an imprecisely 
known temperature can be determined: 

e„=l-pv-rv (3) 

All the deposits used in this study were 3 mm or greater in 
thickness, and measured to be opaque in our spectral regime. 
For opaque slabs (jv = 0) we have that 

e „ = l - p „ (4) 

The spectral emittance can then be used with the measured 
radiance, Rv, to determine the precise temperature at the meas
urement point by: 

Rb
v(T) = R,/ev (5) 

where R%T) is the theoretical black body radiance correspond
ing to the surface temperature. 

Once the temperature is known, the spectral emittance can 
be recalculated from the radiance and compared to that ob
tained from the reflection and transmission measurements. An 
example of the measurement technique as applied to a fused 
slag deposit is shown in Fig. 1. Figure 1(a) presents the spectral 
emittance, e,„ determined from the reflectance measurements 
of the hot sample at an imprecisely known temperature. This 
relatively smooth inorganic slab exhibits essentially gray body 
characteristics over this spectral regime. Slight variations are 
observed below 1500 cm"1, which is the characteristic region 
of infrared absorption for mineral species found in ash and 
slag. Figure 1(b) is of the radiance measurement, Rv; and Figs. 
1(c) and 1(d) present the surface temperature determination 
from Eq. (5). 

Overlayed in Figs. 1(c) and 1(d) are theoretical black body 
radiance spectra to compare to the experimental data. A tem
perature of 1630 K appears to be the best "fit" to the data. 
Figure 1(e) recalculates the spectral emittance from the deter
mined temperature and the radiance measurement, Rv, and 
compares it to the "closure" determined emittance. Good 
agreement is demonstrated. 

For many of our technique validation samples, such as 
quartz, sapphire, sintered alumina, silicon nitride (Markham 
et al., 1990), as well as for many of the deposited surfaces, 
there was observed a spectral region where PV = TV = 0. At this 
spectral region, e„=1.0. This spectral region of black body 
emittance is attributed to the Christiansen effect, which occurs 
when the real part (n) of the refractive index of a material is 
unity and matches that of air (Bohren and Huffman, 1983). 
Under these conditions almost no reflection or scattering will 
be observed (pr = 0) if the imaginary part (k) is sufficiently low. 
Reflectance for opaque slabs can be described by 
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Wavelength, nm 
j r R ^ (1650K) 

Rb (1630K) 
R £ (1610K) 

6500 4500 ' 2500 500 
Wavenumbers (cm-1) 
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Wavenumbers (cm-1) 

Wavelength, nm 

6500 4500 2500 500 
Wavenumbers (cm-i) 

28-

6500 4500 2500 500 
Wavenumbers (cm-1) 

6500 ' 4500 ' 2500 500 
Wavenumbers (cm-1) 

Fig. 1 Spectral emittance and surface temperature from reflection and 
radiance measurements for slag from Babcock and Wilcox's basic com
bustion test unit, sample #3, top surface: (a) emittance = 1 -reflection, 
(b) radiance measurement, (e) calculated temperature spectrum (tem
perature = radiance/emittance) overlaid with best-fit theoretical black-
body temperature curve, (d) extent of deviation ± 20 K from best-fit curve, 
and (e) comparison of spectral emittance determined from e„ = 1 - p„ and 
e„ = /?„//?? (1630 K) 

R = 
[(n-lf+k2] 
[(n+lf + k2] (6) 

When n = 1, Eq. (6) can be very small for small values of k. 
When « = 1 and k is as small as 0.1, R = 0.002 and 
\-R = 6 = 0.998. The emittance deviates from 1.0 by only a 
fraction of a percent. For small values of k, one might think 
that the majority of the propagating wave would pass through 
the sample, but even small values of k produce substantial 
attenuation (absorption) by the medium. The attenuation of 
radiation is given by I=I0e[-(4irk/\)t], so for k = 0.1 at 10 
Him wavelength, the incident radiation is attenuated by 1/e in 
a distance of 0.8 x 10 -2 mm. For example, in coal, £<0.05 
over most regions of the infrared spectrum between 400 cm"1 

to 4000 cm -1 (Brewster and Kunitomo, 1984; Huntjens and 
van Krevelan, 1954), but significant absorption occurs with a 
thickness on the order of 0.8 X 10-2 mm (Best et al., 1986). 

For an IR opaque slab of material (T„ = 0), the Christiansen 
dip defines a spectral region where e„»1.0, thus allowing a 
fast (spectra have been collected every 0.11 s) and accurate 
(±5 K) method of determining the surface temperature and 
spectral emittance, since the temperature of the material can 
be determined by direct comparison of the radiance measure
ments at the Christiansen dip to the theoretical curves for 

RXn 
The technique is demonstrated in Fig. 2 for a pressed wafer 

of fly ash that was heated with a torch flame. For this hot 
sample, the spectral emittance was determined by two methods: 
(1) by measuring the hemispherical reflectance and applying 
Eq. (4), and (2) by the Christiansen effect. Figure 2(a) displays 
the spectral emittance determined by the hemispherical reflec-

1.0-

8 0.8-j 
fi 
C 0.6 
• ml 

I 0.4 
0.2 

Wavelength, urn 
© © 

t - Q O O W i O S S W © © ! ^ ^ ^ 
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_>JU 
<\,= H \ , 

6500 4500 2500 500 
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14-,. 
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Wavenumbers (cm-1) 
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o © 

ooo©Nifl05mo©t> © o 
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Wavenumbers ( cm 1 ) 

Fig. 2 Spectral emittance and surface temperature from reflection and 
radiance measurements for a pressed wafer of San Miguel powdery ash 
(sample #4); a Christiansen dip is also observed: (a) emit
tance = 1 -reflection, (b) radiance measurement overlaid with a 1242 K 
theoretical black-body curve that matches intensity at the Christiansen 
frequency, and (c) emittance by closure versus emittance by Christian
sen effect 

tance measurement. In the reflectance measurement there was 
a Christiansen dip region where pv = 0. This translates to e„ = 1 
at —1400 cm "' in the emittance spectrum. Figure 2(b) overlays 
the radiance measurement, Rp, with a theoretical black body 
spectrum calculated at 1242 K (/?*(1242 K)), which coincides 
in amplitude at the Christiansen frequency. This determined 
temperature can now be used with R„ to determine the spectral 
emittance (Eq. (5)). Figure 2(c) displays the excellent agreement 
in spectral emittance obtained by the two independent tech
niques. 

It is not necessary to establish the complete hemispherical 
reflectance if a surface exhibits a Christiansen dip. Our hem
ispherical reflectance measurement system demonstrated that 
the observance of a Christiansen dip holds at all angles. Thus, 
a single angular reflectance measurement can be used to de
termine if a material exhibits a Christiansen dip, and if so 
allows for the temperature and spectral emittance to be de
termined from a radiance measurement. 

The spectral frequency of the Christiansen dip is also in
dicative of the material's composition. The data of Table 2 
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indicates that sample #4 is primarily Si02. Previous measure
ments of Si02 have demonstrated black-body emittance at this 
spectral region (Markham et al., 1990; Myers et al., 1986). 

Experimental Uncertainty. To make quantitative meas
urements, the FT-IR reflection experiments require normal
izing the sample spectrum with a reference (or background) 
spectrum. A first surface gold mirror (totally reflecting) was 
placed at the sample position but mounted to rotate so that 
the specularly reflected beam can be focused onto the detector 
for all detector angles. This allows for a reference spectrum 
to be taken at each collection angle. Typically the deviation 
of detected intensity around the optical table was less than ±2 
percent. Each angular measurement of reflected or transmitted 
radiation can then be normalized by a reference spectrum to 
indicate what percentage of the available incident radiation 
was detected in each angular direction. 

The optical path and emission detector used for the radiance 
measurements were calibrated for energy losses and respon-
sivity by placing a black-body cavity emitter at the sample 
location. The black body used for this calibration was a lab
oratory constructed cavity made of standard refractory ma
terials and an electric heating coil. The accuracy of the 
calibration will be affected by the accuracy of the thermocouple 
system that indicates cavity temperature, and the quality of 
the cavity to behave as an ideal black body. The thermocouple 
system's accuracy would introduce an uncertainty of ±0.1 
percent for the cavity at 1000 K. The black body quality of the 
cavity was estimated by comparing its response to a second 
laboratory emitter of similar but larger dimensions, and to a 
cavity formed by drilling a lateral hole in an electrically heated 
metallic tube that exhibited an outside surface emissivity of 
>0.5 (Ono et al., 1982). The consistent agreement in response 
indicated an apparent cavity emissivity of >0.98. 

Spectral emittance determinations done by the closure 
method are dependent on the quality of the gold mirror ref
erence, but independent of the black body calibration. Spectral 
emittance determinations done by the Christiansen effect 
method are dependent on the quality of the black body cali
bration, but independent of the gold mirror. For materials that 
allowed for determination by both independent methods, 
agreement to better than 0.05 emittance units was demon
strated (±5 percent). This seems to indicate that the majority 
of error comes from the numerous angular reflection meas
urements. 

The accuracy of temperature determinations by closure ap
pears to be within ± 20 K based on: (1) the ability to distinguish 
visually the best agreement with theoretical radiance curves, 
(2) comparison to surface-bonded thermocouple measure
ments, and (3) comparison to the temperature determined at 
the Christiansen frequency for samples that demonstrated the 
Christiansen effect. 

Results—Analysis of Measurements on Deposit Samples 

Fused Deposits. Figure 3 compares the determined spectral 
emittance for all the fused slags acquired ranging in temper
ature from 300 K to 1630 K. All exhibit a high spectral emit
tance (> 0.9). The variations observed below 1500 cm~' indicate 
the sensitivity of the technique to discrete changes in chemical 
composition (mineral species) for the samples. Shaded in the 
figure are the interference regions of the combustion products 
(CO2 and H20) of the flames used to heat the samples. A 
Christiansen dip where e„ = 1.0 is exhibited for all three meas
urements of the internal surface obtained by fracture of sample 
#3. 

Sintered or Powdery Deposits. As shown in Fig. 2, pow
dery ash deposits do not exhibit the near gray body spectral 
emittance of fused deposits. This is attributed to the differences 
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Fig. 3 Comparison of measured spectral emittance for several fused 
slag samples over a wide temperature range 

in available scattering surfaces (texture) between the fused and 
powdery states. Powdery ash deposits and, to a lesser degree, 
sintered samples, consist of individual mineral particles that 
are weakly held together, whereas the fused deposits have 
solidified from a molten state to become more glassy in nature 
(Bohren and Huffman, 1983). The bed of particles of the 
powdery and sintered deposits increases the scattering effi
ciency of these materials by increasing the number of boundary 
surfaces available for scattering (reflecting) of the penetrating 
wave. This will cause a wavelength-dependent drop in emit
tance. 

This is also demonstrated in Fig. 4, which compares the 
spectral emittance of the sintered deposit to the same material 
after grinding into individual particles (SEM photomicro
graphs indicated a broad distribution from submicron diam
eters to greater than 25 /xm) and pressing into a wafer, and 
after melting the deposit into a fused slab. Fusing the sintered 
deposit results in a spectral emittance similar to those shown 
in Fig. 3. In the molten or liquid state, the spectral emittance 
is apparently only slightly higher than the fused state, but does 
exhibit a Christiansen dip. The occurrence of the Christiansen 
dip for this material in the molten state may be an indication 
of segregation of components in the melt, or of changes in the 
optical constants with temperature (Ebert and Self, 1989). These 
types of changes in a material's radiative properties emphasize 
that many parameters must be understood to extend laboratory 
measurements on extracted deposits to techniques for in-situ 
measurements. The hot C02 band at —4.5 /xm is produced by 
the torch that is directly heating the measured spot. The melting 
point of the material was determined to be ~ 1400 K. The 
particle-like nature of the surface of the original sintered de
posit increases the scattering efficiency of the material, which 
causes a wavelength-dependent drop in emittance. In the ground 
and pressed wafer the scattering efficiency is further increased 
resulting in a lower emittance. Figure 4(b) also demonstrates 
the change in spectral emittance for fine particulates of pow
dery ash (sample No. 4) after fusing the material. For this 
sample the Christiansen effect (~ 1400 cm"1) was maintained 
for each surface morphology. 

Of interest is that the fused surface exhibits a spectral emit
tance that is similar to the fused samples presented in Fig. 3, 
although this sample is considerably different in chemical corn-
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Fig. 4 Measured spectral emittance for (a) sintered slag deposit (sam
ple #1) compared to the material after grinding and pressing into a wafer; 
and after thermally fusing the material, and (b) powdery ash (sample #4) 
compared to the emittance after thermally fusing the material 

position (see Table 2). This indicates that the morphology of 
the deposit surface dominates the emittance characteristics. 

Analysis of Growing Deposits. The influence that particle
like deposits will have on the emittance of a surface was readily 
demonstrated. The measurements technique was also applied 
to show the change in spectral emittance (and hence, in heat 
absorption rate) for a surface as the ash deposit thickness was 
increased. Measurements were performed on a heavily oxidized 
stainless steel surface after subjecting it to impaction with the 
particle and fume stream from the combustion of pulverized 
Illinois No. 6 bituminous coal. The steel surface temperature 
was measured with a 0.005-in.-dia thermocouple that was 
bonded to the surface. The temperature was held at 811 K ± 
17 K (1000°F ± 30°F) during the ash deposition, and at 800 
K ± 6K(980°F ± 10°F) during the reflectivity measurements. 
These temperatures are in the range typical of a boiler wall or 
tube surface during operation. 

Figure 5 demonstrates the change in the spectral emittance 
(emittance = 1 - reflectance) of the oxidized steel surface as it 
is increasingly coated with dusty ash deposit. Below 1500 cm ~', 
where the strong absorption bands for coal ash are located, 
the emittance continually increases as more material is depos
ited . Above 1500 cm ~', there is initially a slight rise in emittance 
and then a continual decrease in emittance as the ash coating 
thickens and increases the reflectivity in this spectral region. 
The thickness of the most heavy deposition was measured by 
SEM photomicrographs to be —50 jum thick, but is already 
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Fig. 5 Spectral emittance by measured hemispherical reflectance 
(emittance = 1 -reflectance) for (a) an oxidized stainless steel surface, 
and (o-d) the surface as increasingly more dusty ash is deposited on 
the surface; the surface temperature for ash deposition was held at 
1000°F±30°F, and for measurements at 980°F±10°F 

approaching the spectral shape for emittance of the much 
thicker pressed wafer of dusty fly ash shown in Fig. 4(b). 

Model. The optical properties of a sample depend mainly 
on the optical constants, n and k, of the constituent material, 
and on its state of aggregation and surface condition. For 
example, from the emittance of the slag deposit in various 
states shown in Fig. 4, differences can clearly be observed 
between the homogeneous material in the liquid and fused 
states, the heterogeneous (i.e., containing voids) ground and 
pressed sample, and the heterogeneous sintered sample. The 
purpose of this effort was to incorporate the optical constants 
of the slag into various models, and to compare predictions 
of the models with the observed emittances. Two models have 
been considered, one for a homogeneous slab, and one for 
samples of particulate matter. 

The optical constants, «„ and kv, that were needed as input 
for each model were determined by a technique that uses ab
sorption measurements, and thus eliminates the inaccuracies 
inherent in reflection techniques when applied to inhomoge-
neous materials such as ash or coal (Gerber and Hinderman, 
1982; Solomon et al., 1986, 1987). The objective of the pro
cedure as originally developed was to determine values of «„ 
and k„ that gave Mie theory predictions for spheres of the 
material in matrices of KBr and Csl, which were consistent 
with extinction measurements using KBr and Csl pellets (an 
extension of the method of Brewster and Kunitomo, 1984). 
The method can determine n and k except for a wavelength-
independent constant addition to k. For dielectric samples this 
constant can usually be estimated by knowing that the material 
is reasonably transparent (Ar« 1) at short wavelengths. Figure 
6 presents the measurements of the optical constants for the 
sintered sample #1. These are used as input for the model 
predictions of emissivity for ash and slag. The optical constants 
as a function of wavelengths as determined by this method 
compared well in regard to shape with measurements of Good
win and Mitchner (1989), and Ebert and Self (1989). Goodwin 
and Mitchner observed that k is most affected for X<4 /xm 
(X> 2500 cm"1) by the iron content, and at longer wavelengths 
(shorter wavenumbers) by the silica content. We observed a 
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Fig. 6 Measured real and imaginary parts of the index of refraction, 
N, = nv + ik„ for sample #1 

higher amplitude than Goodwin and Mitchner in the iron-
dependent region of our spectral regime between 1.6 and 4 /xm 
(6500 to 2500 cm"1), but this is consistent with Goodwin and 
Mitchner's trend of increasing k with increasing iron content. 
Our sample contained —three times more iron than the syn
thetic slags of this reference. A substantial carbon (soot) con
tent in the deposit would also elevate k (Foster and Howarth, 
1968), but sample #1 was shown to contain negligible carbon 
residue by monitoring C02 evolution (FT-IR absorbance meas
urements) during oxidative heating in a thermogravimetric ana
lyzer (Carangelo et al., 1990). The real part of the refractive 
index, n, does not exhibit a Christiansen frequency where 
n = 1.0, which is in agreement with the measured spectral emit-
tance for this sample (Fig. 4a) in the solid state. 

Homogeneous Slab Model. The emittance, e„, of a smooth-
surfaced, homogeneous slab at normal emergence is given by 
(Bohren and Huffman, 1983) 

[(« = 1 -
1)2 + Ar?] 

l(nv+l)2 + kl] (7) 

Predictions of this model give reasonable agreement with the 
measured emittance of the fused sample (compare e„ (closure) 
to e„ (optical constants) in Fig. 7). 

There is another situation for which Eq. (6) applies. It is 
for a slab made by compressing or sintering very fine particles, 
so that over one wavelength the radiation samples many par
ticles and voids (Bohren and Huffman, 1983). In this case an 
effective dielectric constant is estimated, and used to calculated 
n and k. The effective dielectric constant depends on the void 
fraction, and was calculated using the Maxwell-Garnett model 
(Bohren and Huffman, 1983). The emittance was calculated 
using this modified value of n and k for a number of void 
fractions. A calculation using a void fraction of about 0.15 is 
also presented in Fig. 7 and indicates a shift to better agreement 
with the data. 

This suggests that fused surfaces are not optically smooth 
and require a minor component of void fraction for a more 
accurate prediction. It is possible but less likely that the dis
crepancy is due to the unknown constant added to the values 
of k. The emittance calculated from this model showed very 
poor agreement with the one measured for the ground and 
pressed sample of Fig. 4. From this comparison, it is concluded 
that the ground sample does not fulfill the requirement of the 
model, which is that the particle size be small compared to the 
wavelength. The next model we describe is more appropriate 
for this type of sample. 
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Fig. 7 Measured emittance for a fused surface of sample #1 compared 
to homogeneous slab prediction (e„ (optical constants)), and to prediction 
with a void fraction of 0.15; the predictions indicate that the fused surface 
is not optically smooth 
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Fig. 8 Measured emittance compared to prediction for a ground sample 
of sample #1 

Two-Stream Model. A simple, analytical model has been 
used to calculate the emissivity of an opaque sample consisting 
of a collection of spheres (Bohren, 1987). This approximate 
two stream model is much simpler to employ than exact three-
dimensional models and is reasonably accurate. In this model 
the reflectivity of the sample is given by 

(8) 

(9) 

_(V(r^i)-V(l-a>0)) pu (Vor^o+Vo^) 
where g is the asymmetry parameter, and 

a)o=2sca/Qext-

The parameters Qsca and Qen are the efficiency factors for 
scattering and extinction, respectively, and all quantities are 
spectral quantities. For the comparison in Fig. 8, we employed 
a constant value of g(g = 0.6) as an empirical parameter. The 
agreement with experiment is satisfactory. Noticeably worse 
agreement was obtained when the mean particle radius was 
decreased by a factor of 2 or increased by a factor of 3. 
Likewise, for a mean particle radius of 1.0 /*m, agreement with 
experiment was noticeably worse when the width of the particle 
size distribution was reduced by a factor of two. More so
phisticated models for calculating the optical properties of 
dependent particle scattering are available (Kumar and Tien, 
1990; Drolen and Tien, 1987; Cartigny et al., 1986). 
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Conclusions 
This research has demonstrated that the radiative properties 

(i.e., emissivity and reflectivity) of extracted ash and slag com
bustion deposits at elevated temperature can routinely be meas
ured in the laboratory. The technique combines spectroscopic 
measurements of radiance and reflectance in the mid-IR, be
tween 1.6 and 20 jim, to determine the spectral emittance and 
the temperature at which the measurements were made. 

Fused slag deposits, which exist as relatively smooth surfaced 
slabs, exhibited a high spectral emittance (>0.9) over a wide 
temperature range (300 K to 1630 K). These measurements 
included the slag in both the solid and molten state. 

Sintered slag deposits, due to their particle-like morphology, 
exhibited a wavelength-dependent emittance. In the long-wave
length spectral region where the chemical species of the slag 
were shown to absorb IR radiation, the emittance remained 
high. The scattering efficiency of the sintered morphology, 
however, increased toward shorter wavelength, and hence gave 
rise to lower emittance values. The degree of sintering, that 
is, to what extent the surface is particle-like and not glass-like 
controls the extent of emittance deviation from near black-
body character. 

Fly ash deposits, which consist of finely packed particles, 
demonstrated the largest wavelength-dependent excursions 
(down to e,, = 0.45) due to the relatively high scattering effi
ciency of the deposits. 

The results have shown that the radiative properties are 
highly dependent on the morphology of the combustion deposit 
and, in the wavelength region covered, appear to have only 
minimal dependence on chemical composition. Deposits of 
similar surface morphology showed little variation in inte
grated emittance with chemical composition up to 6500 cm"1. 
Based on the results of this research it can be concluded that 
the rate of transfer of energy between surfaces and flames in 
a boiler or furnace environment will be greatly affected by the 
surface morphology of deposits. This morphology can change 
rapidly as a function of the surface temperature. The obser
vations were compared to two morphology-dependent predic
tive models, which were shown to compare well with measured 
emissivities for both fused and sintered deposits. 
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Surface Radiation Exchange for 
Two-Dimensional Rectangular 
Enclosures Using the Discrete-
Ordinates Method 
The purpose of this study is to develop a model based on the discrete-ordinates 
method for computing radiant exchange between surfaces separated by a transparent 
medium and to formulate the model so that arbitrary arrangements of the surf aces 
can be accommodated. Heat fluxes from the model are compared to those based 
on the radiosity/irradiation analysis. Three test geometries that include shadowing 
and irregular geometries are used to validate the model. Heat fluxes from the model 
are in good agreement with those from the radiosity/irradiation analysis. Effects 
of geometries, surface emittances, grid patterns, finite-difference weighting factor, 
and number of discrete angles are reported. 

Introduction 
Radiant exchange between surfaces separated by a radia-

tively nonparticipating medium occurs in numerous engineer
ing applications including building interior thermal 
environments, electronic thermal control, solar energy usage, 
and spacecraft thermal control. In most applications, the com
ponents and enclosures are not simple geometries, and effects 
of shadowing, obstructing views, and irregularities must be 
taken into account. There exists, therefore, a need to develop 
methods that enable these and other factors to be included in 
a radiant exchange analysis. Several techniques are available 
for performing a radiant exchange analysis for surfaces sep
arated by a transparent medium. Among them are the radi-
osity/irradiation method (RIM) (Sparrow and Cess, 1978; 
Siegel and Howell, 1981), the ray tracing technique (Greenberg, 
1989; Baumeister, 1990), the Monte Carlo method (Siegel and 
Howell, 1981), and the stochastic method based on Markov 
chains (Naraghi and Chung, 1984, 1986; Billings et al., 1990). 
The ray tracing and Monte Carlo techniques have the capa
bilities of handling complex geometries but suffer from ex
cessive computational times and uncertainties as to the number 
of rays needed to produce accurate results. View factors are 
fundamental to the RIM. Conceptually, view factors can be 
evaluated for complex geometries but difficulties arise when 
shadowing and obstructing effects are present. Recent com
putational advances have reduced the effort required to com
pute the view factors for complex enclosures (Walton, 1987; 
Greenberg, 1989; Rushmeier et al., 1990; Emery et al., 1991). 
Despite these techniques, there still exists a need for methods 
than can be applied conveniently to complex enclosures and 
that can be interfaced with models for other modes of heat 
transfer. 

The discrete-ordinates method (DOM) (Fiveland, 1988; San
chez et al., 1991) has undergone considerable development for 
analyzing radiant transfer in participating media, but has yet 
to be applied to radiant exchange for surfaces separated by a 
nonparticipating medium. For gaseous participating media, 
the spectral variation of the radiative properties is modeled as 
a series of absorbing bands separated by windows that are 
radiatively nonparticipating. Modest (1991) indicates that non-
gray effects for participating media can be accounted for in 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 10, 
1991; revision received September 11, 1991. Keywords: Numerical Methods, 
Radiation, Radiation Interactions. 

the general radiative transfer equation by using the weighted-
sum-of-gray-gases model (WSGGM). Inherent within the 
WSGGM is the stipulation that an absorption coefficient is 
assigned a zero value to represent the transparent windows 
between absorbing bands. Hence, the accuracy of using the 
DOM to model radiant exchange within nonparticipating me
dia needs to be established. 

The objective of this study is to examine the feasibility of 
applying the DOM to the problem of computing the radiant 
exchange between surfaces separated by atransparent medium. 
The basic idea is to apply the general DOM to enclosures and 
to set some radiative properties in the DOM to some values 
in order to represent an opaque solid within the enclosure. 
Radiant exchange between surfaces forming the opaque solid 
and the other surfaces of the enclosure is then embedded within 
the DOM. The idea is based on the method used to solve flow 
and heat transfer problems in a domain containing both solid 
and fluid control volumes (conjugate heat transfer) (Patankar, 
1990; House et al., 1990). In that method, the viscosity of a 
solid control volume is assigned a large value to force velocities 
to zero and the thermal conductivity of a solid control volume 
is assigned that of the solid. 

Analysis 

System Description. A generalized two-dimensional rec
tangular enclosure selected for study is shown in Fig. 1. The 
enclosure has a height //and width L. The walls are considered 
the boundary of the solution domain within which the radiant 
exchange is taking place. The enclosure may contain several 
protrusions mounted on the walls and obstructions, all of 
which contribute to the effects of multiple surfaces and shad
owing. The protrusions and obstructions are opaque to radia
tion. Surfaces forming the enclosure, protrusions, and 
obstructions are diffusely emitting and reflecting, opaque, and 
gray and may have nonuniform radiative property and tem
perature distributions. The radiative properties are indepen
dent of temperature. Openings represented by pseudoblack 
surfaces could form a part of the enclosure walls. The inter
vening medium is radiatively transparent. As described later, 
three geometries of the generalized enclosure are configured 
to verify the accuracy of the DOM. 

Radiative Transfer Equations. The governing radiative 
transfer equations for radiant exchange in a participating me-
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Protrusion 

Obstruction 

Fig. 1 Schematic diagram of typical enclosure 

dium and the boundary conditions are presented to illustrate 
the nature of the problem that is being approximated. The 
radiative transport equation for the intensity for an absorbing 
and emitting medium is 

dl 

3£ 
= — Kl+ Klh (1) 

where £ is the line-of-sight distance in the direction of prop
agation of the radiant intensity /, K is the absorption coefficient 
of the medium, and Ib is the local blackbody intensity. Opaque 
and transparent media are represented by large and small values 
of the absorption coefficient, respectively. For a large value 
of the absorption coefficient, the intensity equals the black-
body intensity, and for an absorption coefficient of zero, the 
intensity remains unchanged. For a two-dimensional system, 
Eq. (1) is expressed as 

dl dl 
/* T- + 1I T~ = 

dx dy 
• KI+KK (2) 

where I=I(x, y, p, rj), Ib = Ib(x, y), and y. and r; are direction 
cosines. At an opaque surface, the leaving intensity is com

posed of the emitted intensity and the reflected irradiation and 
is written as 

I(xa,ya; li,ri) = elb(xlnya) 

+ - \ I'(xa, ya; n', 7)')cos <t>' do>' (3) 

where the subscript a denotes a surface, e is the surface emit-
tance, and p is the surface reflectance ( = l - e ) . The prime 
denotes an incoming quantity, (j> is the polar angle between 
the surface normal and the intensity, and w is the solid angle. 
The integration in Eq. (3) is performed over the hemisphere 
above the surface. The net radiant energy leaving a surface is 
the difference between the radiosity and irradiation and is given 
by 

q(xa,y„)=\ I(xa,ya; /*, tfcos <j> do> 

- \ I'(xa, ya; //.', T/')COS </>' do>' (4) 

Equations (l)-(4) apply on either a spectral or a gray basis. 
Equations (l)-(4) are the radiative transfer expressions being 
approximated. 

Discrete-Ordinates Method. The development of the dis-
cretized form of the radiative transfer equations is initiated by 
subdividing the solution domain into a number of control 
volumes. Control volume P surrounded by control volumes 
E, S, W, and M s illustrated in Fig. 2(a). The interfaces between 
control volume P and the surrounding control volumes are 
designated by e, s, w, and n. In addition to the spatial dis
cretization, the directions of propagation of the radiant in
tensity are discretized. 

The intensity at point P in discrete direction / is if. For the 
positive x direction and for the /th direction, intensities entering 
and leaving control volume P are If, If and I], I". For the 
negative x direction, the corresponding intensities can be de
fined. The radiative properties of the w interface are denoted 
by ew, rm and p„ for emittance, transmittance, and reflectance. 
Similarly, the radiant intensities and radiative properties of 
the other three interfaces can be introduced. 

Application of Eq. (2) to discrete direction / yields 

tt 
dli dli 

+ ! ? / — = -Kpli+Kplb dx dy (5) 

where /, = / (* , y; m, rn) and /= 1 to 4 M with M denoting the 
number of discrete angles within a quadrant. The finite-dif-

Nomenclature 

A = 
Mnax — 

€rms = 

Fi-J = 

H = 
I = 

K = 
L = 

N = 

M = 

nx, ny = 

Q = 

area, m T 
maximum error, percent V 
root-mean-square error, w 
percent x 
view factor between surfaces y 
i and j a 
dimension of enclosure, m 
radiant intensity, W/m2-sr e 
surface location number f 
dimension of enclosure, m ij 
number of surfaces ex- K 
changing radiant energy /x 
number of discrete angles J 
per quadrant 
number of control volumes p 
for x and y directions a 
net radiant energy leaving, 
W/m2 T 

temperature, K 
volume, m3 

quadrature weighting factor 
coordinate, m 
coordinate, m 
finite-difference weighting 
factor 
emittance 
dimensionless distance 
direction cosine 
absorption coefficient, m~~' 
direction cosine 
distance along line-of-sight 
direction, m 
reflectance 
Stefan-Boltzmann constant, 
5.669 x l ( T 5 W/m2-
transmittance 

K" 

<t> = polar angle 
to = solid angle, sr 

Subscripts 

a = surface area element 
b = blackbody 
e = east 
n - north 
s - south 
w - west 

Superscripts 
e = east 
n = north 
r = entering 
5 = south 
w = west 
' = incident quantity 
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Table 1 Property relations 
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Solid Medium 

ference form of Eq. (5) is derived by applying this expression 
to the control volume P, multiplying by AxA.y, and integrating 
over the four faces of the control volume to yield 

P,Ax{I'i-rr) + iliAy{I?-lT) + ±VpKpI? = LVpKpI$ (6) 

where Ax= Ay, Ay = Ax, and AVP=AxAy. The leaving inten
sities at the e and n interfaces are approximated by 

1 
• d - « ) / n /? = - UT 

a 

/f=-[/f-(i-«)/n 
a 

(la) 

(lb) 

If = - (8) 

a is the finite-difference weighting factor. Inserting Eqs. (la) 
and (lb) into Eq. (6) and solving for if yield 

I m 1 A J T + I VJ I AyIf + aKpIp
bA VP 

\lXj\Ax+ \Tij\Ay + uKpAVp 

Application of Eq. (8) to the problem of radiative transfer 
for solid and transparent control volumes begins by first noting 
that, for a transparent control volume, KP = 0 m - 1 and, for a 
solid control volume, KP is assigned a very large value to sim
ulate a highly attenuating medium (for example, KP= 1020m_1). 
For these two situations, Eq. (8) reduces to: 

Transparent Medium 

P \lxi\Axir+\yi\AylT 
\tii\Ax+ 

(9a) 

JP-JP 

ii -lb 

and 

(9b) 

To verify Eq. (9a), consider radiation that propagates only in 
the x direction. Hence, rn = 0 and Eq. (9a) reduces to 

if=ir do) 
This relation implies that, as expected, the intensity does not 
change in the direction of propagation as the radiation passes 
through a transparent medium. 

The entering intensities must now be related to those leaving 
the control volumes. Consider interface w. The radiant inten
sities of interface w are shown in Fig. 2(b), where the leaving 
intensity for control volume P in the discrete direction j is 
Ij. For an interface, If may be transmitted through the in
terface or reflected by the interface into the z'th direction. In 
terms of the radiative properties of the interfaces, the intensity 
entering control volume P from the w interface is evaluated 
by 

ir=TWir+e„ibw+^y. w^jij (n> 
where lbw is the blackbody intensity evaluated at the temper
ature of the w interface, and wj are the angular quadrature 
weights for they direction. The summation in Eq. (11) is over 
only those quadrants within a transparent control volume and 
only performed when the W control volume is opaque. A 
similar expression for the entering intensity If for the s inter
face can be written. 

The radiative properties of the interface between two control 
volumes are identified next. Specifically, for the w interface, 

' the radiative properties of the interface are assigned the values 
stated in Table 1(a). The interface properties depend on the 
characteristics of the adjacent control volumes. For all cases, 

Hence, only two radiative properties of an 
interface, namely, ev and TW, need to be specified. Intensities 
If derived from Eq. (11) for the various combinations are 
also stated. 

Figure 3 applies for a control volume adjacent to a boundary 
of the enclosure; the interface w is considered to be a boundary 
node. The intensity leaving this face is 
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I7r = e„lbw + Pw2_j WjUjIj' (12) 
j=i 

The conditions of the radiative properties are itemized in Table 
1(b) for the two possible characteristics of control volume P, 
namely, opaque and transparent. 

The net radiant energy leaving an interface is evaluated from 
the difference between the radiosity and irradiation. The 
expression for the radiant heat flux for interface w is 

? w = S Wi^r~Yj W'-/*'7" (13) 

The summations in Eq. (13) are for the four quadrants forming 
the entire space around interface w and include only those 
quadrants where the medium is transparent. If all quadrants 
cover a solid or cover a transparent medium, the radiant flux 
is zero. For a boundary control volume, the summations are 
over the hemisphere on the inside of the enclosure. 

An important aspect of the DOM is the selection of the 
weighting factors and direction cosines for approximation of 
the hemispherical integrations. For surface radiant exchange, 
only the half-range heat fluxes need to be considered. They 
can be approximated by 

{ 1 M 

pd/i = 2y) v/iHi (14) 
After experimenting with several quadrature sets (Truelove, 
1987; Fiveland, 1988), a set based on equal weights and an 
equal angular increment of the polar angle 4> was generated. 
The discretized polar angles for i=\ to M are </>,• = A0/ 
2 + ( /- l)A</>, where A(j> = ir/2M, and the equal weights are 

M 

W = 7T/22J cos 0,- (15) 
; = i 

Heat fluxes computed using these weights and direction cosines 
are found to be more accurate than those using the other 
quadrature sets. The current set, however, may not be the 
optimum set. 

Another important consideration is the selection of the value 
for the finite-difference weighting factor. Initially, this factor 
was taken as a constant, for example, a = 0.5 or 1.0. However, 
values of radiant intensities for some of the transparent control 
volumes (opaque control volumes are not of concern) were 
found outside the range of physically allowable values. There
fore, for each discrete direction and spatial location, a check 
is made that the control volume intensity computed from Eq. 
(8) is bounded by the incoming intensities, for example, the 
south and west intensities in Fig. 2(a). If the check fails, the 
control volume intensity is assigned either the minimum or 
maximum of the incoming intensities. The leaving intensities 
given by Eqs. (7a) and (lb) are computed and compared to 
the minimum and maximum intensities. If the comparison 
fails, the value of a is increased by Aa, taken as 0.01, and 
new leaving intensities are computed. In most cases, only one 
increment of the initial value of a is required. This procedure 
is continued until a leaving intensity is within the bounds; the 
other leaving intensity is then computed from Eq. (6). The 
values of a reported later are the initial values. 

The solution procedure for the radiant intensities is similar 
to that used by Sanchez et al. (1991). An iterative procedure 
with sweeps for each of the two spatial directions and the four 
quadrants is necessary to solve for the intensities. Convergence 
of the intensities occurs when the variation in the intensity 
between iterations is less than an error criterion, taken as 
1.0 XlO"3 percent. 

The accuracy of the DOM is verified in part by checking 
that the overall energy balance is zero. The overall energy 
balance is computed by summing the product of the radiant 

Fig. 3 Control volume at boundary 

heat flux and surface area for each interface and for all bound
ary surfaces. 

The DOM may be used to compute the view factors between 
any two opaque surfaces when all surfaces are black. If the 
view factor between surface / and surface j is sought, the 
blackbody emissive power of surface / is set equal to unity and 
that for all other surfaces is set equal to zero. The absolute 
value of the radiant flux for surface j is equal to the view 
factor Fj_j. Reciprocity gives the view factor Fj_j. Alterna
tively, the view factors could be evaluated from the set of 
equations given by 

q, = cj] F,-j(T}-TJ) (16) 

which are solved simultaneously for/*(_/. In Eq. (16), /Vis the 
number of opaque surfaces within the enclosure and is deter
mined by considering the interfaces between control volumes 
in Figs. 2 and 3. In view of the desire to compute radiant heat 
fluxes for general geometries as shown in Fig. 1, this study 
concentrates on the radiant heat fluxes. 

Radiosity/Irradiation Method. Heat fluxes for the DOM 
are compared to those obtained from a radiant exchange anal
ysis based on the RIM. For the RIM, the enclosure, including 
all protrusions and obstructions, is divided into N isothermal 
surfaces each with uniform irradiation, radiosity, and view 
factor. View factors are determined exactly using the cross-
string method (Siegel and Howell, 1981), and all shadowing 
and occulting effects, when present, are taken into account. 
View factors computed using the cross-string method are in
terpreted as integrated values over a surface element. The rec
iprocity relation is used to reduce the number of view factors 
that must be found. For each surface, the enclosure relation 
is verified. Calculations from the RIM are checked to verify 
that the overall energy balance for the enclosure is zero. 

Results and Discussion 
The accuracy of the DOM is examined by configuring three 

test cases, namely, (1) a rectangular enclosure with no protru
sions and obstructions, (2) a rectangular enclosure with a cen
tered obstruction, and (3) a rectangular enclosure with two 
protrusions. Case 1 is used to examine in greater detail some 
of the characteristics of the DOM. Cases 2 and 3 exhibit shad
owing and irregular geometry effects. 

In addition to the radiative properties of the surfaces and 
the temperatures, solutions for the DOM depend on the se
lection of the finite-difference weighting factor, the number 
of discrete angles, and the grid spacing. Hence, one goal of 
the comparisons is to establish values of these parameters that 
yield accurate radiant heat fluxes. Heat fluxes for the DOM 
for all cases are computed using a single program, where only 
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Fig. 4 Local heat fluxes for each wall for rectangular enclosure 

the radiative properties of the interface and control volumes 
are adjusted to accommodate each geometry. 

For the DOM, all enclosures are divided into nx and ny 
control volumes for the x and y directions, respectively. For 
the RIM, all horizontal and vertical walls of the enclosure are 
divided into nx and ny surfaces, respectively. The obstruction 
and protrusion surfaces are divided into elemental areas equal 
to those of the opposite enclosure walls. 

Rectangular Enclosure. For the first test case, a square 
rectangular enclosure with H=L = 1.0 m is examined. The 
walls of the enclosure are maintained at isothermal tempera
tures of 7,

M, = 310 K and T„= Te= Ts = 300 K. All surfaces are 
black. The uniformity assumption of the wall temperature and 
emittance distributions may be relaxed because DOM and RIM 
are capable of handling arbitrary distributions. In addition, 
a = 0.6, M= 15, and nx=ny = 60. The number of surfaces for 
the indicated grid is N= 240. The effects of these parameters 
are identified later. Unless otherwise noted, these conditions 
apply to the results. Because the west wall views an isothermal 
enclosure, heat fluxes are equal to a constant given by the 
difference of blackbody emissive powers evaluated at temper
atures of 310 and 300 K. The other walls experience a negative 
heat flux that is a function of how well a surface element views 
the heated wall. 

Heat fluxes from the DOM predict exactly those from the 
RIM for the west wall and are nearly indistinguishable from 
those of the RIM for the north and east walls. An indication 
of the agreement of the heat fluxes for the two methods is 
shown in Fig. 4, using expanded scales, where heat fluxes for 
the upper half of the east wall (2.0<f<2.5) are shown. The 
dimensionless wall distance f has its origin at the lower-left-
hand corner of the west wall in Fig. 1 and extends clockwise 
around the enclosure. In addition to heat fluxes for M= 15, 
heat fluxes are shown for M= 10 and 25. For M= 10, signif
icant oscillations of the heat fluxes for the DOM about those 
of the RIM are found. The maximum error between the RIM 
and DOM results for this wall section is - 6.32 percent found 
at f=2.117. The oscillations tend to be more noticeable for 
surface elements near a corner (f=2.0). The oscillations and 
errors diminish, however, as the number of discrete angles 
increases. For example, for M=25, the maximum error is 
-0.84 percent occurring at f= 2.067. 

Overall heat fluxes for a wall area may be predicted rather 
accurately by a low number of discrete angles. This is illustrated 
in Table 2, where heat fluxes for the DOM and RIM are 
presented for the north (same as south) and east walls. Heat 

Table 2 Overall heat fluxes 

DOM 
M 
10 
15 
20 
25 

50 

RIM 

Heat flu* 
north 

-18.844 
-18.834 
-18.824 
-18.820 

(-18.876)* 
-18.814 

(-18.849) 
-18.849 

., W/m2 

east 
-26.667 
-26.687 
-26.708 
-26.716 

(-26.603) 
-26.727 

(-26.656) 
-26.657 

Numbers in parentheses are for a = 0.5. 

fluxes for the DOM are provided for a = 0.6 and M= 10, 15, 
20, 25, and 50. The numbers in parentheses are discussed in 
the next paragraph. The error for the north and east walls is 
less than 0.04 percent for M = 10 and deteriorates to near 0.2 
percent for M=25. The error for larger values of M ( = 50) 
never exceeds 0.27 percent. A portion of these errors is at
tributed to the DOM computing the radiant exchange for a 
point on a surface element, whereas the view factors are in
tegrated values. 

As identified later, the accuracy of the DOM depends on, 
among other factors, the number of discrete angles and the 
finite-difference weighting factor. Overall heat fluxes shown 
in parentheses in Table 2 for a = 0.5 when M=25 and 50 
illustrate the latter effect. For a = 0.5, the errors in the overall 
heat fluxes are less than 0.21 percent for M= 25 and are nearly 
zero percent for M= 50. Hence, through adjustment of the 
finite-difference weighting factor and the selection of the num
ber of discrete angles, the DOM is capable of predicting ac
curate heat fluxes. 

To identify further the error between local fluxes computed 
using the RIM and DOM and to examine the influence on the 
error of the emittance, finite-difference weighting factor, num
ber of discrete angles, and grid, the root-mean-square (rms) 
error is computed using 

r 1 N / \ 2 i 1 / 2 

1 V"< /<7RIM,; — <7DOM,;\ , ._ , 
\_N-l -f̂ , \ <7RIM,; / _ 

where the subscripts RIM and DOM refer to heat fluxes com
puted using the RIM and DOM. The rms errors are displayed 
in Fig. 5 as a function of the finite-difference weighting factor 
for nx=ny = 20 and 60 and for e= 1.0, 0.5, and 0.1, where all 
walls have the same emittance. Heat fluxes for the DOM are 
for M=25. Consider first the rms errors for e=1.0. As a 
increases from 0.5, the rms error decreases, reaches a mini
mum, and then increases. The minimum rms errors occur near 
a = 0.54 and 0.62 for the coarser and finer grids, respectively, 
and are nearly identical at a value of 0.32 percent for the two 
grids. For M= 50 and the finer grid (not shown), the minimum 
rms error is 0.13 percent found at a = 0.54, and at a = 0.6, it 
is 0.20 percent. 

From Fig. 5, the rms errors diminish as the emittance is 
decreased. The minimum rms errors for e = 0.5 and 0.1 are 
0.18 and 0.035 percent, respectively. The value of a that yields 
a minimum rms error for a given grid is nearly independent 
of emittance. As an example, for the finer grid, the minimum 
rms errors occur near a = 0.62 for e=1.0, 0.5, and 0.1. The 
effect of the emittance on the local heat fluxes is examined 
further for Case 2. 

The influence of the number of discrete angles on the local 
heat fluxes is presented in Fig. 6 for a = 0.6, nx = ny = 60, and 
e= 1.0. Heat flux results for the DOM and RIM are shown at 
spatial locations of f= 1.0167 (west end of the north wall), 
1.4833 (center of north wall), 1.9833 (east end of north wall), 
2.0167 (north end of east wall), and 2.4833 (center of east 
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wall). Also, the rms error and the absolute maximum error 
(emax) m local heat fluxes for the DOM are illustrated. The 
oscillatory behavior with decreasing amplitude of oscillation 
of some of the DOM heat fluxes as M increases is shown in 
the figure. For M> 15, local fluxes for the DOM are in good 
agreement with the RIM results for the indicated positions. 
The maximum error shows a decreasing trend as M increases. 
For M> 14, the maximum error is less than 2 percent and the 
rms error is less than 0.7 percent. For M=25, the maximum 
error is less than 1.0 percent. 

The control volumes used for the results in Figs. 4-6 are 
square. In some applications, it may not be desirable or possible 
to use square control volumes, and the effect of nonsquare 
control volumes needs to be examined. The rms errors for 
Z, = 0.5 m, H=1.0 m, «y = 60, and nx=30 and 60 were com
puted for various values of a. Control volumes are square for 
nx = 30 and are twice as high as wide for «x=60. The results 
are similar to those in Fig. 5. The rms error does depend on 
the size of the control volume but the dependency is not sig
nificant. Minimum rms errors of 0.264 and 0.338 appear near 
a = 0.6 and 0.7 for «x=30 and 60, respectively. For a<0 .68 , 
rms errors for the square control volumes are smaller than 
those for the narrower control volumes. Selecting a = 0.6 for 
both grids yields e rms<0.4 percent. 

The computations were performed on an Encore Multimax 
320 computer system with a rating of 0.2 MFLOPS. The con
ditions for nx= ny = 60, black walls, and a = 0.6 require central 
processor unit times of 166 and 279 s for M = 15 and 25, 
respectively. The corresponding times for nx = ny = 20 are 20 
and 34 s. The computational times for the RIM for the finer 
and coarser grid patterns are 12.4 and 1.8 s. The higher times 
for the DOM should not penalize the attractiveness of this 
method because the setup times are significantly lower for this 
method than those for the RIM. 

In the analysis, the equal angle quadrature set is noted to 
yield more accurate results than other sets. To illustrate this, 
the S8 quadrature set of Fiveland (1988) corresponding to 10 
streams per quadrant is used to solve the rectangular enclosure 
case with black surfaces and nx=ny = 60. For this set, the 
minimum rms error of 13.4 percent is found at a= 1.0. For 
the equal angle set with M— 10, the minimum rms error of 
1.01 percent occurs near a = 0.90. Hence, the equal angle set 
does yield more accurate heat fluxes. These findings imply 
that, for absorbing gases, a different discrete ordinate set should 
be used to evaluate radiant exchange in the transparent win
dows than that for the absorbing bands. 

In summary, the results for the rectangular enclosure reveal 
that the DOM is capable of predicting accurate local and overall 
heat fluxes. As a compromise between computational effort 
and accuracy, the number of discrete angles could be as low 
as 15. Also, a value of a = 0.6 would yield accurate results for 
the conditions examined. 

Centered Obstruction. The second case involves a square 
enclosure with a square, centered obstruction. The enclosure 
has H=L= 1.0 m, 7^ = 320 K, and T„= Te= 7 > 3 0 0 K. The 
obstruction has sides of length 0.5 m and a temperature of 
300 K. All surfaces have the same emittance. Local radiant 
heat fluxes for the DOM and RIM are displayed in Fig. 7 for 
emittances of 0.5 and 1.0, nx=ny = 40, a = 0.6, and M= 15. 
The dimensionless distance f has the same origin as in Fig. 4 
and continues clockwise around the obstruction. Hence, the 
north surface of the obstruction lies within the range of 
4.5 < f < 5.0. Because of blockage by the obstruction, the heat 
flux for e=1.0 is zero for the east portion of the enclosure 
wall between 2.375<f<2.625 and for the east surface of the 
obstruction. Because of symmetry, heat fluxes for only the 
upper half of the enclosure and obstruction are plotted. There 
is good agreement between the DOM and RIM results. 

Further evidence of the accuracy of the DOM was obtained 
by examining the heat flux rms error as a function of the finite-
difference weighting factor. For these results, all surfaces have 
the same emittances of 1.0 and 0.5, and M = 2 5 . As shown in 
Fig. 7, heat fluxes for some of the surface elements are zero. 
Thus, when computing the rms error, surface elements with a 
zero heat flux for the RIM are excluded from the summation 
in Eq. (17), and the value of N is reduced accordingly. Also, 
for the east surface of the enclosure wall, the heat flux is very 
small for the surface element just prior to the point where the 
obstruction blocks the view of the heated west wall. Specifi
cally, at f= 2.3375, heat fluxes for the RIM and DOM are 
9RIM= -0.244 W/m2 and qD0M= 1.548 W/m2, which convert 
to an error of 534 percent. Because the heat fluxes are small, 
this point and the corresponding point by symmetry are ne
glected in the summation of Eq. (17). The effect of a on eTms 

is similar to that shown in Fig. 5. The optimum value of a 
occurs near 0.55 with rms errors of 1.28 and 0.92 percent for 
e= 1.0 and 0.5, respectively. These rms errors are larger than 
those for the rectangular enclosure without the obstruction 
because the surface elements with zero heat fluxes (for both 
the DOM and RIM, where there is exact agreement) are ex
cluded from the summation. 
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Fig. 7 Local heat fluxes lor enclosure with obstruction 

The influence of the number of discrete angles on the local 
heat fluxes, rms error, and absolute maximum error was also 
examined for black surfaces and a: = 0.6. The effect of M i s 
similar to that in Fig. 6. For M= 10 and 25, erms = 4.3 and 1.7 
percent, respectively. 

Two Protrusions. The third test case was chosen as rep
resentative of an electronic chassis containing electronic com
ponents (protrusions) mounted on a printed circuit board 
(Smith et al., 1991). For this case, the rectangular enclosure 
in Fig. 1 has H= 50 mm and L = 12 mm. Two protrusions are 
centered on the west wall in Fig. 1. The protrusions have 
dimensions of 6 and 15 mm in the x and y directions, respec
tively, and are separated a distance of 10 mm. Hence, the west 
wall has exposed areas of 5 mm at the top and bottom and 10 
mm at the center. The enclosure walls are assigned tempera
tures of T„= 310 K and Tn=Te= Ts= 300K and emittances of 
e„, = 0.9 and e„ = ee = es = 0.5. The protrusions have uniform 
temperatures of 320 K and emittances of 0.8. The higher tem
perature of the protrusions could be caused by internal heat 
generation within the protrusions. Numerical solutions for lo
cal radiant fluxes were obtained using nx=12 and «y = 50. 
Local heat fluxes for the DOM and RIM are displayed in Fig. 
8 for surface elements in the upper half of the system. Heat 
fluxes for the DOM are for M=15 and a = 0.6. The surface 
location number K represents the upper half of the west wall 
between the protrusions for 1 <K< 5, the upper protrusion for 
6<-fiT<32, the upper portion of the west wall for 33<K<37, 
the north wall for 38<AT<49, and the upper half of the east 
wall for 50<A"<74. There is good agreement between the heat 
fluxes based on the DOM and RIM. 

The influence of the finite difference weighting factor on 
the heat flux rms error was examined. When computing the 
rms error, a large error was found at # = 3 5 , where 
0RIM = 0.00921 W/m2 and qDOM = 0.294 W/m2, which converts 
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Fig. 8 Local heat fluxes for enclosure with protrusions 

80 

to an error of 3090 percent. From Fig. 8, the heat flux at this 
location is passing through zero. Hence, this location and the 
resultant error are not included in the summation of Eq. (17). 
The rms error has the same behavior as in Fig. 5, attaining a 
minimum of 0.741 percent near a = 0.55. For a = 0.6, the rms 
error is 1.56 percent. 

The effect of the number of discrete angles on the rms and 
maximum errors was examined for a = 0.6. The rms error is 
nearly independent of M with values of 1.558 and 1.556 percent 
for M= 15 and 25. For M>20 , the maximum error is less than 
10 percent and is located at # = 3 4 , which is near the point 
where the heat flux passes through zero. 

Conclusions 

The discrete-ordinates method has been developed for eval
uation of radiant exchange between surfaces separated by a 
transparent medium. The method uses the control volume ap
proach to track the radiant intensity in discrete directions. The 
formulation is attractive in that arbitrary arrangements of solid 
objects separated by a transparent medium can be accom
modated by appropriate selection of the radiative properties 
of the control volumes and of the interfaces between control 
volumes. Validation of the method was accomplished by com
paring local heat fluxes to those computed from the radiosity/ 
irradiation analysis. Three geometric configurations that in
clude effects of shadowing and irregular boundaries are ex
amined. In all comparisons, heat fluxes based on the discrete-
ordinates method are in good agreement with those from the 
analysis. Effects of reflecting surfaces as well as nonsquare 
control volumes are presented. The comparisons also estab
lished that selecting a finite-difference weighting factor of 0.6 
and the number of discrete angles of 15 yield accurate results. 
In the interest of improving and expanding the method, spec
ification of the discrete angles could be re-examined, the method 
could be extended to surfaces with a bidirectional reflectance, 
three-dimensional geometries could be examined, and appli
cation of the method to radiant exchange when a participating 
medium separates the surfaces would be of interest. 
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Effective Propagation Constant of 
Fibrous Media Containing Parallel 
Fibers in the Dependent Scattering 
Regime 
The radiative properties of a particulate medium are strongly influenced by the 
particle concentration and wavelength of the incident radiation. Independent scat
tering prevails at very low particle concentration, such that the spacing between the 
particles is much larger than the particle size and incident wavelength. As the particle 
spacing decreases, near-field multiple scattering and far-field interference of the 
scattered waves become increasingly pronounced. These dependent scattering effects 
cause the extinction efficiency and the phase velocity of electromagnetic waves, 
which are related to the effective propagation constant of the medium, to deviate 
from those in the independent scattering regime. This paper presents the theoretical 
formulation of the effective propagation constant of a nondissipative medium con
taining closely spaced parallel fibers. The dispersion relations for oblique incidence 
are derived for a transverse magnetic and a transverse electric mode incident wave. 
Numerical results for Rayleigh limit fibers are presented to illustrate the effect of 
fiber volume fraction on the propagation constant and extinction efficiency of the 
medium. 

Introduction 
Fibrous materials are commonly employed for thermal in

sulation in many engineering systems. The diameter of the 
individual fiber in these materials is usually comparable to the 
wavelength. Typically, fibrous materials for applications at 
moderate temperatures are of high porosity, whereas fabric 
blankets for high temperatures have very low porosity. Ra
diative energy transport through high-porosity fibrous mate
rials can be analyzed by assuming independent scattering. 
Analytical models for the radiative properties and radiation 
heat transfer that account for the effect of fiber orientation 
have been developed by Lee (1986, 1988, 1989, 1990a). 

High-density fabric materials for applications at elevated 
temperatures are generally manufactured by weaving fiber 
bundles into a matrix formation. Each fiber bundle contains 
a large number of tightly packed parallel fibers. The high 
packing densities of the fiber bundles and the matrix dictate 
that dependent scattering is dominant in the thermal radiation 
regime. An accurate analysis of the radiative properties of 
densely packed fibers, which properly accounts for the de
pendent scattering effects, is essential in the design of fabric 
materials to meet specific thermal performance requirements. 

A rigorous treatment of dependent scattering requires con
sideration of both the near-field and far-field interactions of 
the scattered electromagnetic (EM) waves. In addition, the 
analysis for closely spaced fibers must account for the depo
larization of the scattered waves at oblique incidence. Because 
of the complexity of including the near-field multiple scattering 
effects, the Rayleigh-Debye (also known as Rayleigh-Gans) 
theory, which considers only the far-field wave interference, 
is usually employed to evaluate the dependent scattering prop
erties. This approach was employed by White and Kumar (1989) 
and Kumar and White (1990) to treat the case of normal in
cidence on parallel fibers. A recent study by Lee (1991 a) showed 
that neglecting multiple scattering in the near field would lead 
to erroneous extinction and scattering coefficients if the Ray-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1991; 
revision received October 1991. Keywords: Porous Media, Radiation, Radiation 
Interactions. 

leigh-Debye conditions are not observed. In particular, the 
Rayleigh-Debye theory cannot correctly predict the extinction 
efficiency if the particles absorb radiation. 

The dependent scattering formulations for the general case 
of an obliquely incident plane wave on an arbitrary configu
ration of homogeneous and radially stratified, parallel fibers 
have been developed by Lee (1990b, 1991b). Based on these 
formulations, the radiative properties of a collection of fibers 
can be evaluated by specifying the spatial location, size, and 
refractive index of each of the fibers. It is obvious that the 
numerical calculation becomes very cumbersome as the number 
of fibers increases. Since the constituent yarns in a high-density 
fabric contain a large number of parallel fibers, an analysis 
must be developed to evaluate the effective radiative properties 
of a high-density fiber matrix. 

This paper presents the theoretical formulation for the ef
fective propagation constant at oblique incidence for a medium 
of closely spaced, parallel fibers. The number of fibers and 
the volume of the medium are large, but their ratio, which is 
the number density, remains finite. The effective propagation 
constant yields the extinction efficiency and the phase velocity 
of wave propagation in the medium. In the following sections, 
a brief review of the dependent scattering formulation is first 
given. This is followed by the derivation of the dispersion 
relations that govern the effective propagation constant of a 
medium containing closely spaced, parallel fibers. Approxi
mate expressions will be derived for Rayleigh limit fibers at 
normal and oblique incidence. Numerical results for Rayleigh 
limit fibers are shown to illustrate the effect of volume fraction 
on the propagation constant and extinction efficiency of the 
medium. 

Dependent Scattering Formulation 
The formal solution for dependent scattering is obtained by 

solving Maxwell's equations, as presented by Lee (1990b, 
1991b). For the general case of oblique incidence, the polar
ization of the scattered waves is decomposed into the transverse 
magnetic (TM) and transverse electric (TE) modes. As a result, 
the total EM field in the vicinity of a fiber contains contri-
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butions from the external incident wave and the depolarized 
components of the scattered waves. 

The depolarization effect results in a cross mode dependence 
of the coefficients of the scattered waves. For an incident wave 
of the TM mode, the following system of equations governing 
the scattered wave coefficients is obtained (Lee, 1990b): 

2 Sf^A s+(i-wr*>l 
-oo k=l 

+ (\-&jk)G
i
k
n
s°blal

ks}=efb)n (1) 

and 

S=-o° k=l 

+ (\-?>jk)O
i
k
n
s°alb\s}=e°a)n (2) 

where bJk and 8„s are the Kronecker delta functions, the su
perscripts I and II denote the TM and TE modes, respectively, 
and the wave coefficients preceded by the superscript o refer 
to those for independent scattering. Expressions for the in
dependent scattering wave coefficients can be found from Ker-
ker (1969). The phase shift factor is given by 

e/R,) = exp(-/ / :0R re
0) (3) 

where R, is the radial vector pointing to fiber j , and e° is the 
unit vector in the direction of the incident wave, as shown in 
Fig. 1. The pair-coupling function that relates the influence 
between a pair of fibers j and k is given by 

G£= {-iy-"H^„UoRkj)exp[i(s-n)ykJ\ (4) 

where l0 = k0cos</>;, Rkj= I R y - R j , and ykj is the polar angle 
that the line joining the centers of fibers j and k makes with 
the X axis. The corresponding equations for a TE mode in
cident wave can be obtained by replacing b}„, a}„, °b)„, and °a)„ 
by af„, bfn, °ay„ and °b?n in Eqs. (1) and (2). 

Equations (1) and (2) can be solved for the dependent scat-

Fig. 1 A plane electromagnetic wave at oblique incidence on a medium 
of parallel fibers 

tering wave coefficients by applying the independent scattering 
wave coefficients and by specifying the spatial location of each 
of the fibers. This system of equations becomes very large as 
the number of fibers increases. Therefore, it is necessary to 
develop analyses to evaluate the effective properties of a dense 
medium of fibers. 

Dependent Scattering in a Dense Medium 
In this section the previous formulation for a finite config

uration of fibers will be employed to derive the effective prop
agation constant of a dense medium of fibers as shown in Fig. 
1. All the fibers are assumed to be located to the right of the 
coordinate origin. The volume Fof the medium and the num
ber of fibers JVtend to infinity, but the number density n0 = N/ 
Kis finite. The refractive index of the medium containing the 
fibers is unity. The unit vectors along the direction of the 
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incident and the transmitted waves are designated as e° and 
e', respectively. The effective propagation constant is derived 
by applying the concepts of average waves (Foldy, 1945) and 
configurational averages (Lax, 1951). The configurational av
erage refers to the weighted property over a probability dis
tribution function of the scatterers. 

In general, the configurational average of an arbitrary prop
erty / by holding both the j and k particles fixed is given by 

</>M= ^fp(RlR2...RN).dVh..dVn...dVN, n*j, k (5) 

where p is the probability distribution function. For a medium 
of identical fibers of radius r0, the joint probability distribution 
function is given by 

(g(Rh Rk/V IR,-R*I >2r0f 
p(R,,Rk)=] J J (6) 

where f > 1 is the interfiber spacing parameter, g(Rj, Rk) is 
the pair correlation function, and 2r0f is the minimum center-
to-center spacing between fibers j and k. The condition that 
the minimum separation must be greater than the fiber di
ameter 2r0 (f= 1) means that the fibers are nonpenetrating. 

For a TM mode incident wave, the configurational averages 
of Eqs. (1) and (2) become 

{b)n)j = e°b)n-]?fi\
0b)nTi \ <^ 

vkTiL s r r „ V 
>« 

k=l 
k*j 

and 

« > / = 

x O f e ^ t S [ <al
ks)kjdk

n<dVk\ (7) 
S=-oo-V J 

k*j 

xQ&Vk+°4 f] J U^^dvJ (8) 

where the subscripts on the brackets < > denote the config
urational average by holding the fiber corresponding to the 
subscript fixed. This set of equation involves an iteration of 
a hierarchy of successively higher order averages, which is very 
difficult to solve. 

Equations (7)-(8) can be simplified by employing the quasi-
crystalline approximation introduced by Lax (1952). This ap
proximation states that 

< bM ) j k = < bJn )j and < ajn ) j k = < aJn >y (9) 

which imply that there is no correlation between the j and k 
scatterers. In addition, the average wave is assumed to traverse 
the medium with a complex effective propagation constant K 
( =KR-iKi). The effective refractive index of the medium is 
given by KR/k0, which is equal to the speed of light divided 
by the phase velocity of the average wave. The imaginary part 
Ki is proportional to the coherent extinction efficiency (Twer-
sky, 1979). The average waves take the form of (Foldy, 1945): 

< b]„ > = X„exp ( - iKRj • e') and 

< aj„ > = y„exp (-(TOR,-e') (10) 

where X„ and Y„ are the amplitudes and the subscript j of the 
configurational averages has been omitted for brevity. Match
ing of the phases of the incident and the transmitted waves at 
the interface at x=0 (k0e°-k = Ke'-k) yields Snell's law as: 

k0sin 4>j=K sin 4>t (11) 

which specifies the direction of the transmitted wave. Substi
tuting Eqs. (9) and (10) into Eqs. (7) and (8) yields 

X„ = ej0bl
nexp(iKRj-t') 

Oo 

-"» S Cbl„Xs + °b^Ys)(Fs„tl+Fsnt2) (12) 
5 = — oo 

and 

Y„ = ej°al
nexp(iKRj-e') 

-n0 | ] (°aUs+°^Ys)(Fsnt l+Fm,2), (13) 
S = ~ 00 . 

where 

F„, , = ( exp[iK(Rj- Rk) • e']G&?K* (14) 

and 

Fsn, 2= \ exp[i*r(R,-R*).e'][feR/, R*) - l]G&dVk. (15) 

The term Fm< 2 usually vanishes at a few diameters away from 
fiber k. 

Since both exp[iAT(R,— R*) -e'] and Gks satisfy the Helmholtz 
equation, Eqs. (14) and (15) are first converted by means of 
the Helmholtz equation into the volume integral in Green's 
second identity, which is then transformed into a surface in
tegral by applying Green's theorem as (Bose and Mai, 1973) 

(-»' 
Fsn'l~(kl -K2) J, S(oo)-S(2r0 f) 

Hs-nUoRkj) ^ r e ' ^ r ^ ' 
dR 

-tFVj-W - ^ - Hs-H(l0Rv)]t/l'-"»*lclS (16) 
°Kkj ) 

where the surface S(2r0t;) defines the minimum fiber separa
tion, and the surface at infinity S(<x) encloses all the fibers. 
By using the expansion 

exp[/if(Ry-R ( t)-e ,]= J^ i"Jn(LRkj)exp(inykj), (17) 
n= - o o 

the surface integral of Fs„: i at 2r0l becomes 

F° = 
2TTL0 

kl-K2 (2/0ror/,_„(2Lror)// i_„(2/0r0f)) 

-2Lroms-n(2loronJs-n(2Lro0} (18) 

where L0 is the length of fibers, L = Kcos 4>t, and the superscript 
prime denotes differentiation with respect to the argument. 

In order to evaluate Fs„} 2, a pair-correlation function must 
be assumed. For spherical particles the Percus-Yevick (1958) 
equation has been found to be the most accurate. However, 
to the best of the author's knowledge, a similarly accurate 
model for densely packed two-dimensional particles such as 
cylinders does not exist. A Monte Carlo analysis by Wood 
(1968) for a system of 12 disks yielded a pair correlation func
tion that can be fitted by an exponentially decaying function. 
Hence, in the present study a general exponential function is 
assumed for the pair-correlation function: 

g(R) = l+Atxp(-R/R0) (19) 

where A is a coefficient and R0 is the correlation length (Bose 
and Mai, 1973), which approaches zero as the particle con
centration tends to zero. Equation (15) then becomes 

Fs„y 2 = 2TTAL0R: i Js.„(LR0x)Hs.„(loR0x)e "xdx. 
•0V

Ro 

(20) 

which can be evaluated numerically for general fiber sizes, or 
analytically for Rayleigh limit fibers (Bose and Mai, 1973). 
Specific values of A and R0 must be assumed in order to 
evaluate Fs„t 2 numerically. 
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When Eqs. (16) and (20) are substituted into Eqs. (12) and 
(13), each of the resulting expressions contain terms that in
volve the incident field, the field at infinity, which is given by 
the surface integral at infinity, and the average waves. The 
incident field term cancels out the surface integral at infinity 
according to the extinction theorem (Lax, 1952). The remaining 
near-field terms form a system of homogeneous equations 
given by 

*»=-"«> E (0bl
nXs + 0bliYs){F°sn + Fsns2) (21) 

and 

y «= - « o S ( " f lUi-H^y, ) (K + Fm, 2). (22) 

Dispersion Relations for the Effective Propagation Con
stant 

Since the amplitudes Xs and Ys of the average waves are 
nonzero, the determinant of the matrix of coefficient of Eqs. 
(21) and (22) must vanish. For a TM mode incident wave 

5„s + n0°b]Fsn n0°bljFsri 

n°aJFsn 8„. 
= 0. (23) 

Similarly, for a TE mode incident wave the following expres
sion results: 

f>ns + n0
0ainFsr: n0°alJFsn 

n0°bljFsn 8„s +n0°bl,Fsri 
= 0. (24) 

where Fsn=F^„ + Fs„y2- These equations are known as the dis
persion relations for the complex effective propagation con
stant at oblique incidence. The real and imaginary parts of 
each equation yield two expressions, which can be solved along 
with Snell's law given by Eq. (11) for the unknowns KR and 
Kx for the TM and TE mode incident waves, respectively. These 
equations are usually solved numerically due to their com
plexity. Simplified expressions for fibers that are small com
pared to the wavelength are derived below. 

Rayleigh Limit Solution 
For fibers whose radii are much smaller than the wavelength, 

the average plane wave can be approximated by including only 
three terms corresponding to the amplitudes (X_ u X0, X{) and 
y_i, Y0, yj). In addition, Eq. (18) can be simplified to 

F° = 
-4 /L 0 

ti-K2 •2Us0tr -£ ln(/0r0f) 

(25) 
for k0r0« 1. At normal incidence (/>, = </>,• = 0 and Eq. (25) re
duces to that obtained by other investigators (e.g., Bose and 
Mai, 1973; Varadan et al., 1978). 

1 Oblique Incidence. By retaining only those terms cor
responding to the amplitudes of order n= - 1, 0, 1, two 6 x 6 
determinants follow from Eqs. (23) and (24). A first-order 
approximation of the dispersion relations can be obtained by 
further neglecting the term of 0(a2) in Eq. (25). Further, the 
Rayleigh limit expressions will be derived within the context 
of the "hole correction" approximation, which is equivalent 
to neglecting the contribution of Fs„t 2. The resulting expres
sions are then strictly valid for sparse concentrations. 

Although the accuracy of the hole correction approximation 
is limited for higher concentrations, the simplicity of the re
sulting formulae justifies their application to obtain first-order 
estimates. By using the following properties of the independent 
scattering wave coefficients °al„= -°ft" and °al

o=°blo=0, the 
dispersion relation at oblique incidence becomes 

= 1 - ty (26) 

(27) 

(28) 

where the function yp is given by 

/ I " " lOrA . - , 0 ( 1 ) 
V =—2 I b0 + 2 bi) 

ira 

for the TM mode, and 

,11 4/1) ,o„II , I O J I I 
V =—2 I ao + 2 ax \ ira 

for the TE mode, where/„( = non;rL
0Lo\ is the volume fraction. 

It must be reiterated that Eq. (26) is only a first-order ap
proximation. Neglecting the 0(a2) term in Eq. (26) led to the 
disappearance of the terms involving the cross polarization 
modes "al and "&". More accurate results at oblique incidence 
must be obtained by using Eqs. (23) and (24). 

2 Normal Incidence. At normal incidence the independ
ent scattering wave coefficients in the Rayleigh limit (Kerker, 
1969) can be employed to derive very simple expressions for 
the dispersion relations: 

- = l - < y „ ( m 2 - l ) 
K 
k< 

for the TM mode, and 
2 

ira 

~4~ 

1-ifv 

( m 2 - l ) + z 

1 m 2 - l 
m 2 + l / 2 m 2 + l 

+ 2i 

(29) 

(30) 

for the TE mode, where m is the complex refractive index of 
the fibers. 

A first-order correction to Eq. (26) can be obtained by re
taining the term of O{o?) in Eq. (25). The resulting expression 
contains explicitly the interfiber separation parameter f as 

= i - ;, (3D l + /[2(ar)2ln(af)W 

which reduces back to Eq. (26) if the term of 0(a2) in the 
denominator is neglected. The equation can be used to estimate 
the effect of minimum fiber separation on the effective prop
agation constant. 

3 Limit of / v—0. The limit of /„—0 is, of course, the 
condition for independent scattering. It can be shown, after 
some manipulations, that Eq. (26) can be reduced to 

K_ 
1+^ReGW Re«0 (32) 

where Re denotes the real part. 

Extinction Efficiency of Medium 
The extinction efficiency of the medium is related to the 

imaginary part Ki of the effective propagation constant by 
(Twersky, 1979) 

*-7. t (33) 

which is a function of the solid volume fraction /„. The ex
tinction efficiency in the independent scattering limit is ob
tained by substituting Eq. (32) into Eq. (33), as well as by 
using Eqs. (27) and (28): 

(Ql, 6") = - Re [ ("bl + 2°b\), {"$ + 2V,1)) (34) 
a 

which is independent of the volume fraction. 
Equation (34) is identical to the efficiencies for the dominant 

modes (TM-TM and TE-TE), except for the absence of the 
higher-order terms, which contribute negligibly in the Rayleigh 
limit. Because the cross mode efficiencies vanish at normal 
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Fig. 2 Variation of the real effective propagation constant at normal 
and oblique incidence for absorbing fibers 
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Fig. 3 Variation of the real effective propagation constant at normal 
and oblique incidence for nonabsorbing fibers 

incidence, Eq. (34) is accurate for normal incidence calcula
tions. For oblique incidence, however, the cross polarization 
terms are absent as expected due to the approximation to Eq. 
(25) in the derivation of the dispersion relation. On the other 
hand, the cross mode extinction efficiencies cancel out each 
other for unpolarized radiation. Hence, it can be inferred that 
Eq. (26) should be accurate for oblique incidence calculations 
for unpolarized radiation. 

Results and Discussion 
This paper presented the theoretical formulation for the 

effective propagation constant K of a medium containing 
closely spaced, parallel fibers. The significance of the de
pendent scattering effects on K can be clearly illustrated by 
considering fibers in the Rayleigh limit. For the purpose of 
demonstration, the fiber size parameter a is chosen to be 0.01, 
and both absorbing (m= 1.65-1.28/') and nonabsorbing 
(m= 1.546) fibers are considered. The former corresponds to 
silica at 20.66 fim and the latter at 0.32 jim (Hsieh and Su, 
1978). 

It is reiterated that the Rayleigh limit expressions were de
rived by using the hole correction assumption, which is ade
quate for sparse concentrations. By including the contribution 
of Fs„t2 in the dispersion relations, expressions for the effective 
propagation constant that are accurate for large /„ can be 
obtained. Nevertheless, the approximate expressions are useful 
for obtaining estimates for the extinction efficiency and phase 
velocity in the dependent scattering regime. 

It is evident from Eq. (26) that the effective propagation 
constant of a medium containing scatterers is always complex. 
The real part KR is larger than k0 because the average waves 
propagate at a lower velocity due to scattering by the particles. 

.01 .1 

Volume Fraction 

Fig. 4 Variation of the extinction efficiency with incident angle and 
volume fraction 

0.03 

0.01 
80 20 40 60 

Incident Angle (degrees) 

Fig. 5 Comparison of the extinction efficiencies for various volume 
fractions for absorbing fibers 

A nonzero K\ reflects the conversion of coherent waves into 
incoherent waves by absorption and scattering (Karal and 
Keller, 1964). It must be emphasized that dependent scattering 
affects both the absorption and scattering of radiation. 

Figures 2 and 3 show KR/k0 as a function of fiber volume 
fraction for two incident angles. The TE mode KR/k0 is rel
atively insensitive to the angle of incidence because of the 
approximations that were introduced in the derivation of Eq. 
(26). Since the phase velocity is inversely proportional to KR/ 
k0, the increase in KR/k0 with volume fraction indicates that 
the phase velocity is diminished due to more pronounced mul
tiple scattering as the particle concentration increases. In the 
independent scattering limit/„ is very small and KR/k0 deviates 
negligibly from unity. As/„ increases, KR/k0 becomes consid
erably higher than unity, and the refraction of waves must be 
considered in the analysis of radiative energy transport. 

Figure 4 shows the unpolarized extinction efficiency of the 
medium Qe (= [Ql +Qll}/2) for several incident angles. In 
the case of m= 1.546, the fibers are nonabsorbing and the 
extinction and scattering efficiencies are identical. The increase 
in multiple scattering with higher particle concentration re
duces the extinction efficiency of the medium. In the opposite 
limit of very low volume fraction, Qe converges to that for 
independent scattering. 

The variation of the extinction efficiency with incident angle 
is shown in Figs. 5 and 6 for the two refractive indices. While 
the extinction efficiency is independent of volume fraction for 
independent scattering, it decreases with higher volume frac
tion due to the higher degree of multiple scattering when more 
fibers are packed into a given volume. 

Finally, the effect of interfiber separation is shown in Fig. 
7. A simple relationship exists between the maximum volume 
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fraction and the minimum fiber separation. Based on geometric 
consideration, a hexagonal arrangement of identical fibers cor
responds to the maximum packing, for which the volume frac
tion /„ is equal to 7r/(2V3f2). Figure 7 shows the extinction 
efficiencies at normal incidence for the maximum volume frac
tion corresponding to the interfiber spacing parameter f. Recall 
that 2r0f is the minimum distance between the centers of any 
pair of fibers. As the fiber separation increases, multiple scat
tering in the near field diminishes. For the given fiber size and 
refractive index, the extinction efficiency deviates less than 3 
percent from the independent value when f = 3 (maximum vol
ume fraction/Jlax = 0.1) for absorbing fibers and the deviation 
is about 5 percent for nonabsorbing fibers. The phase velocity 
at/„ = 0.1 is only slightly lower than its free space value, as 
shown in Fig. 2. This information can be used to evaluate the 
validity of the independent scattering assumption for specific 
fiber optical properties and volume fraction. 

Summary 
The analysis of radiative energy transport in a scattering 

medium requires detailed knowledge of the radiative properties 
of the medium. In the independent scattering regime the ra
diative properties of the medium are linearly proportional to 
those of the particles. However, if the scatterers are closely 
spaced, dependent scattering effects cause the effective re
fractive index and extinction efficiency of the medium to be
come significantly different from those for independent 
scattering. 

In this paper a theoretical study was conducted on the com
plex effective propagation constant of a medium containing 
closely spaced, parallel fibers. The expressions that govern its 
functional dependence are known as the dispersion relations. 
The general dispersion relations for oblique incidence, as well 
as approximate expressions in the Rayleigh limit, have been 
derived in this paper. 

The real part of the effective propagation constant KR is 
inversely proportional to the phase velocity and the imaginary 
part K\ to the coherent extinction efficiency. The deviation of 
KR/k0 from unity, which is a function of the fiber volume 
fraction, indicates that the phase velocity is reduced due to 
scattering by the fibers. At high particle concentrations when 
KR/k0 is considerably different from unity, wave refraction 
governed by Snell's law must be considered in the analysis of 
radiative energy transport through the medium. 

Although the present theoretical development focused on 
homogeneous fibers, all of the equations are equally applicable 
to radially stratified fibers, as long as the corresponding in
dependent scattering wave coefficients for the nonhomoge-

neous fibers are used. This is because dependent scattering is 
an external effect, and all the information of the scatterer are 
contained in the independent scattering wave coefficients. This 
is easily realized by observing the similarities between the 
expressions for the dependent scattering wave coefficients for 
homogeneous cylinders (Lee, 1990b) and those for radially 
stratified cylinders (Lee, 1991b). 
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Natural Convection With Radiation 
in a Cavity With Open Top End 
The heat transfer by natural convection and radiation in a two-dimensional cavity 
with one side heated, one side and bottom insulated, and the top open was inves
tigated numerically. The first part of the study focused on natural convection alone, 
and concluded with closed-form correlations for the heat transfer from each of the 
side walls. It was found that the fluid rises along both side walls in the boundary 
layer regime. In the second part of the study, the natural convection correlations 
were incorporated into a seven-equation model for combined convection and ra
diation. The procedure needed for calculating the floating temperature of the in
sulated wall was illustrated numerically. The individual effects of the dimensions 
of the cavity, the temperature of the heated wall, and the emissivities of the two 
side walls were also documented numerically. 

1 Background 
The fundamental heat transfer problem analyzed in this 

paper was recommended by an actual engineering problem 
encountered in the design of modern (low-emission) cogener-
ation plants. A plant of this type is being constructed on a 
neighboring campus (University of North Carolina, Chapel 
Hill) for the purpose of generating both steam and electric 
power. What distinguishes this plant is the fluidized bed com
bustion process, in which the fuel (crushed coal) is mixed with 
crushed limestone in order to reduce drastically the emission 
of S02 into the atmosphere. 

A critical aspect in the design and operation of this plant is 
the voluminous stream of hot ash that must be removed, cooled, 
and shipped. The ash discharged from the bottom end of the 
fluidized bed combustor is held temporarily in a hopper sunk 
into the floor of the power plant (Fig. 1). Access space is 
provided between the hopper wall (7^) and the pit wall {Tz). 
There are two points of concern in the design of the pit: 

(a) the rate of heat transfer from the hopper wall to the 
ambient air, through the opening left at the top, and 

(b) the equilibrium temperature of the pit wall. 
Point {b) is an important safety consideration, because work
ers must have access to the bottom end of the hopper, while 
point (a) relates to the cooling that the ash experiences while 
in the hopper. 

In section 3 we will see that the temperature of the pit wall 
is a "floating" parameter, i.e., a consequence of the interplay 
between convection and radiation in the open-ended air cavity. 
If we discount for a moment the effect of radiation and look 
only at natural convection, we are confronted with the problem 
of calculating the heat transfer through the cavity emphasized 
on the right side of Fig. 1. An often overlooked prerequisite 
for any convection heat transfer calculation is knowledge of 
the correct flow pattern. In Fig. 1 we see that if the pit tem
perature T2 approaches the hopper temperature T\, then heated 
air will rise along both walls, with cold ambient air falling 
back through the middle of the cavity. On the other hand, 
when the pit temperature resembles the ambient temperature 
Too, the heated air rises only along the hopper wall. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
1991; revision received January 1992. Keywords: Enclosure Flows, Natural Con
vection, Radiation. 

The objective of this study is to develop fundamental results 
that address issues (a) and (b) noted above. In the first part 
of the paper we specify the temperature of both walls and 
focus on the phenomenon of pure natural convection (e.g., 
the flow pattern, and the relation between T2 and heat transfer). 
With this fundamental information in hand, in the second part 
of the paper we include the effect of radiation in order to 
pinpoint T2 and the net rate of heat transfer out of the cavity. 

It must be said that this two-part approach was chosen 
intentionally in order to give the present results more flexibility 
and generality. An alternative method that is well documented 
(e.g., Larson and Viskanta, 1976; Lauriat, 1980) consists of 
solving simultaneously the differential equations for natural 
convection and radiation, while the nonuniform temperature 
distribution of three refractory surfaces is one of the un
knowns. Along that alternate route, the complete set of dif
ferential equations would have to be solved for each particular 
configuration represented by the geometric ratio L/H, the 
emissivities of all the participating surfaces, and the Rayleigh 
and Prandtl numbers. 

The approach used in the present study consists of first 
solving the problem of pure natural convection, in order to 
develop simple and accurate correlations for the heat transfer 
rates from the two side walls as functions of the still unspecified 
temperature of the colder wall, T2. This is the only stage in 
which we solve the differential equations for natural convec-

z. 
Ash in 

Floor Tj 

/ • 

Ash 
' hopper 

/ 

f 
Tl - T2 T2 - T_ 

Possible flow patterns 

Fig. 1 Two-dimensional cavity with different side-wall temperatures, 
and open top end 
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U = — = P = 0, V>0: ~ = 0 
dY dY 

V<0: 0 = 0 

e = e2 
u = v = o 

L/H 

no-slip and adiabatic 

Fig. 2 The initial and boundary conditions for natural convection in the 
geometry of Fig. 1 

tion; in fact, these equations have to be solved only for a few 
cases because the trends of natural convection heat transfer 
are relatively easy to correlate in closed form. In the second 
part of the study we incorporate this natural-convection in
formation in a simple network model for radiation superim
posed on natural convection. Only the algebraic system of 
equations associated with this network model has to be solved 
each time that the configuration of the cavity changes. 

2 Natural Convection 

Mathematical Formulation. The flow and heat transfer in 
the two-dimensional cavity are governed by the conservation 
of mass, momentum, and energy, according to the system of 
coordinates defined in Fig. 2: 

dU dV 
dX+8Y= 

DU 

DT~ 

DV dP 
T ^ = -T7V+V V+ 

dP 2 — + v 
dX u 

DT dY Pr 

(1) 

(2) 

(3) 

91-1. 2 
DT~PT V 

(4) 

In these equations, D/DT is shorthand for d/dr+ Ud/dX+ Vd/ 
dY, and 

P r - - . 
a 

Ra; 
g / 3 / / 3 ( T , - r „ ) 

(5) 

(6) 

The dimensionless variables employed in Eqs. (l)-(4) are de
fined by the relations 

(X, Y) = 

(U, V) = 

(x,y) 
H ' 

(«, v) 
v/H 

P = 
p+pgy 

p{"/H)2' 

tv 
T=7? 

(7) 

(8) 

(9) 

(10) 

(11) 

for which the corresponding physical quantities (x, y, u, v, p, 
t, T) are defined in the Nomenclature. 

The initial and boundary conditions are indicated directly 
on Fig. 2. The fluid (air, Pr = 0.72) is initially motionless and 
at ambient temperature. The side walls and the bottom wall 
are impermeable and without slip. Noteworthy are the different 
temperatures of the side walls, 0 = 1 on the left, and 0 = 02 on 
the right, where 

T.— T 
(12) 

Of interest in this part of the study is the range 0 < 02 < 1, i. e., 
pit temperatures that fall between the extremes represented by 
Ti and T„. The bottom wall (K=0) is modeled as adiabatic 
in order to allow for a smooth temperature transition from 
the hopper wall (6 = 1 at X= 0) to the right side wall id = 02 at 
X=L/H). In section 3 we shall see that this adiabatic bottom 
model is consistent with the refractory surface model that will 
be adopted for the bottom wall. 

C,2 = 

N o m e n c l a t u r e 

dimensionless coefficients, 
Eq. (23) 
geometric view factor 
gravitational acceleration 
height 
radiosity 
dimensionless radiosity, Eq. 
(33) 
fluid thermal conductivity 
horizontal dimension of cav
ity 
number of grid lines 
radiation parameter, Eq. (36) 
overall Nusselt number for 
the left side, Eq. (13) 
local Nusselt number for the 
right side, Eq. (17) 

Nu, = overall Nusselt number for 
the right side, Eq. (18) 

Nu, = total overall Nusselt number, 
Eq. (15) 

F = 
g = 

H = 
J = 
J = 

k = 
L = 

M = 
N = 

Nu, = 

Nu,oc = 

P, P = pressure, Eq. (9) 
Pr = Prandtl number = v/a 
q' = heat transfer rate per unit 

length 
q' - dimensionless heat transfer 

rate per unit length, Eq. (34) 
q" = local heat flux 
Ra = Rayleigh number, Eq. (6) 

Ra„ = constant, Eq. (37) 
s, = location of grid line i 
t = time 

T = temperature, K 
T\ = temperature of the left wall 
T2 = temperature of the right wall 

T„ = ambient temperature 
T = dimensionless absolute tem

perature, Eq. (33) 
u, U = horizontal velocity, Eq. (8) 
v, V — vertical velocity, Eq. (8) 
x, X = horizontal coordinate, Eq. (7) 
y, Y = vertical coordinate, Eq. (7) 

a = thermal diffusivity 
as = grid stretching rate 
13 = coefficient of volumetric 

thermal expansion 
7 = exponent, Eq. (23) 
A = near-wall grid spacing 
e = emissivity 
6 = dimensionless temperature, 

Eq. (11) 
02 = dimensionless right-side tem

perature, Eq. (12) 
v = kinematic viscosity 
P = fluid density 
a = Stefan-Boltzmann constant 
T = dimensionless time, Eq. (10) 

Ŝ  = dimensionless streamfunction 
( )/ = left side 
( )r = right side 
(_), = total, or top side 
( ) = average 
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Table 1 The effect of the Y= 1 momentum boundary conditions on the 
accuracy and cost of the numerical solution: (I) dU/d Y= 0 (Chan and Tien, 
1985); (II) d ia l ' s0 , Fig. 2 

Nul 
CPU(s) 

I 

9.13 
1,736 

105 

II 

9.04 
1,449 

Ra 

1 

99.17 
5,903 

109 

n 
99.11 
4,895 

The top "boundary" is'a plane that separates the cavity 
from the T„,-air reservoir above it. The energy conditions 
imposed at Y- 1 are the same as those used by Chan and Tien 
(1985). The fluid that enters the cavity (K<0) has the same 
temperature as the reservoir (6 = 0). The boundary regions 
through which the fluid leaves the cavity (V> 0) satisfy the 
upwind condition dd/d Y=0. This condition is based on the 
assumption that in the boundary layer flow that crosses the 
Y= 1 plane the contribution due to longitudinal convection is 
much greater than the contribution due to longitudinal con
duction. It is valid at moderate and high Rayleigh numbers, 
that is in the flow region with distinct boundary layers. The 
momentum condition at Y= 1 is discussed in the next subsec
tion. 

Numerical Method. The preceding problem was solved nu
merically by finite differences, using the control volume method 
described by Patankar (1980). The SIMPLEC algorithm of 
van Doormaal and Raithby (1983) was complemented with a 
power-law scheme for calculating the advection-diffusion 
terms. The resulting system of algebraic equations was solved 
by the Tri-Diagonal-Matrix-Algorithm. The integration in time 
was fully implicit, with the time derivatives being discretized 
over two time levels, resulting in a first-order truncation error 
in time. 

With regard to a numerical domain that is restricted to the 
cavity fluid (e.g., Fig. 2), Chan and Tien (1985) have shown 
that when the cavity is square and the Rayleigh number mod
erate or high (10 6<Ra< 109) there is no need to perform nu
merical calculations in the domain outside the cavity. Even the 
entrance effect that was noted by Chan and Tien in their Fig. 
6 will be smaller in the present configuration because the cavity 
is slender (L/H< 1) and vertical. 

The momentum boundary conditions for the top of the 
cavity (Fig. 2) were the same as those used by Behnia and de 
Vahl Davis (1990) for a similar problem. They were adopted 
by noting that in a power plant floor cavities are covered by 
grills in order to prevent the accidental fall of debris and 
personnel. The grill is effective in damping the external flow 
that may blow parallel to the floor of the power plant. The 
present model accounts for this by imposing U= 0 at the top 
of the cavity, i.e., immediately below the grill. This assumption 
and Eq. (2) yield dP/dX=0, or P=0 (const) along the Y= 1 
boundary. The P=Q condition along the top boundary does 
not mean that there cannot be a counterflow through the Y= 1 
plane. The buoyancy effect changes as one moves horizontally 
across the top opening. The vertical pressure gradient in the 
region with inflow is different than the gradient in the region 
with outflow. The boundary conditions required by the outflow 
are C/=P=0; however, the original SIMPLE algorithm does 
not allow for pressure boundary conditions to be specified. 
To get around this difficulty, we had two options: (a) change 
the algorithm in order to incorporate the pressure boundary 
condition [e.g., Lage and Souza Mendes (1987), pressure inlet 
conditions for chimney flow], or (b) use the continuity Eq. 
(1). The second option yields 3V/dY=0 for the entire top 
boundary. Both options lead to the same result (they are phys
ically equivalent after all), but option (b) is much more suitable 
for the SIMPLE algorithm, and it is the one adopted in the 
present study. 

\ 

\ ^ 

N x x N y 
5 2 X 5 2 
4 2 X 4 2 
4 2 x 4 2 

Ax 
I 0 - 6 

10"5 

10-5 

CPU(s) 
4,871 

3,070 
324 

~.,z~~ 

0 1 2 

T/10"4 

300 T 

200-

/ / " Nx x Ny Ax CPU(s) 
100- J/ / 5 2 X 5 2 IP"6 4,871 

// / 4 2 X 4 2 IP ' 6 3,070 
j? . -'"" 1 142x42 1 IP'S] 324 

0 \-&~- " . , . 
0 1 2 

T/10"4 

Fig. 3 The effect of the grid on the accuracy of the numerical solution 
(Ra = 109, Pr = 0.72, i /H=1, 92 = 1) 

Although the momentum condition dV/dY=0 at Y= 1 dif
fers from the d£7/37=0 condition used by Chan and Tien 
(1985), it was preferred because it speeds up the convergence 
(Table 1). The Chan and Tien (1985) condition is easier to 
justify on physical grounds; however, numerically it leads to 
nearly the same results as when the Behnia and de Vahl Davis 
(1990) condition was used. The numerical results reported in 
Table 1 were obtained using the IBM 3090-600G of the Cornell 
National Supercomputer Facility. The Nu, values reported in 
the table refer to the height-averaged Nusselt number on the 
left side of the cavity: 

-=«&-{(!!:"• <"> 
The grid was distributed nonuniformly according to the rule 

M 
5,+ 1 = s , + aiA, 0 < / < y (14) 

where st is the location of grid line 1, as is the stretching rate, 
A is the first (near wall) grid spacing, and Mis the total number 
of grid lines. The index / increases away from each side wall; 
in other words, Eq. (14) applies to only half of the cavity in 
both directions. 

The accuracy of the numerical results was established through 
the tests exhibited in Fig. 3, which correspond to the highest 
Rayleigh number (Ra= 109) and the widest cavity (L/H= 1). 
The lower graph shows the Nusselt number averaged over the 
top plane of the cavity, 

Not plotted in Fig. 3 are the Nu, and Nu, curves that correspond 
to the 52 x 52 grid and A T = 10~7, because these curves fall on 
top of the curves drawn for 52 X 52 and AT= 10 - 6 . It is worth 
noting that because of the range of time steps and grid sizes 
considered in Fig. 3, the time step shows a greater effect on 
the steady-state solution than the grid size. The trade-off be
tween accuracy and cost recommended the use of 52 x 52 grid 
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Table 2 The conduction-referenced overall Nusselt number for natural 
convection heat transfer across a square cavity with differentially heated 
side walls (Pr = 0.72) 

Reference 

Marshall etal. (1978) 

Roux et al. (1978) 
Catton (1979, the 
Berkovsky-Polevikov 
correlations) 

Lauriat (1980) 

Henkes(1990) 
Markatos and 
Pericleous (1984) 
Abrams and Emery 
(1989) 

Present study 

104 

2.27 

2.23 

2.42 

2.34 

-

2.24 

106 

8.93 

9.21 

9.02 

8.82 

8.89 

108 

- ' 

35.0 

-
30.2 

32.05 

35.63 

30.1 

¥„,,„= -94.94 

9 = 0 1= 1 

Fig. 4 The effect of the right-side temperature 02 on the flow pattern 
in the steady state (Pr = 0.72, Ra = 107, t/W=0.5); top: streamlines; bot
tom: Isotherms 

lines with a= 1.1011 and A = 0.005, and Ar= 10"6 for the so
lutions reported in this study. The convergence criterion was 
based on the relative change in the Nusselt number averaged 
over the top boundary, 

Nuf - ' -Nuf 
Nu^ 

<10" (16) 

where j denotes the number of iterations performed for a 
specific time r. 

The numerical code was tested further by simulating natural 
convection in a square cavity with differentially heated side 
walls, and comparing the overall heat transfer rate with cal
culations reported by others. This test is summarized in Table 
2. The tabulated numbers represent the overall Nusselt number 
defined as the actual heat transfer rate divided by the heat 
transfer rate by pure conduction. The present calculations agree 
well with the older data even at Ra= 108, i.e., close to the end 
of the laminar regime (Bejan and Lage, 1990). 

NUi„c 

Nu l oc 

250 

Fig. 5 The steady-state local heat flux distribution on the right side 
(Pr = 0.72, L/H=1) 

Results. Steady-state values for the heat transfer between 
air and cavity walls were obtained by following the time ev
olution of the flow that started at T = 0. Each case required 
the specification of four dimensionless parameters (Ra, Pr, L/ 
H, 02), among which the Prandtl number was held fixed at 
Pr = 0.72 (air). The ranges covered by the remaining parameters 
were 105<Ra<109 , 0.25<L/H<1, a n d O < 0 2 < l . 

The right-wall temperature parameter 02 plays a decisive role 
with regard to the flow pattern that resides in the cavity in the 
steady state. The dimensionless streamfunction was defined by 
d*/dX= - V, and d*/dY= U. Figure 4 shows that when 02 = 0 
the flow points upward only along the left wall, while at 02 = 1 -0 
both side walls are swept by upflow. We found that the tran
sition from one flow pattern to the other takes place at a critical 
value 02 that is much smaller than 1. This conclusion holds for 
the entire (Ra, L/H) range listed in the preceding paragraph. 

For example, in the case where Ra = 108 and L/H= 0.25 the 
transition from the single-U pattern to the double-U pattern 
takes place when 02sO.O5. We determined the point of tran
sition by calculating the .H-averaged shear stress along the right 
side of the cavity. The flow pattern changes when the 02 value 
is such that the //-averaged shear stress changes sign. In this 
example then, the flow along the right wall is downward when 
O<02<O.O5, and upward when 02>O.O5. 

We shall see that the numerical cases and applications de
scribed later in this paper represent flows with 02 values com
parable with 1, in which the natural convection is in the regimes 
where the boundary layers are distinct (and upward) on both 
sides of the cavity. In conclusion, the calculation procedure 
that is constructed between this section and section 3 applies 
to the double-U flow pattern illustrated in the center of Fig. 
1. 
' The effect of 02 is illustrated further in Fig. 5, which shows 
the local Nusselt number on the right side of the cavity, 

Nuw = -
q"H 

k{Tx-T„) 
30 
dX 

H 

(17) 

The local heat flux increases with both 02 and Ra. Its variation 
in the Y direction is similar to that associated with the classical 
natural convection boundary layer, provided 02 is greater than 
zero so that the fluid flows upward. 
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Fig. 6 The evolution of the average left-side and top-side Nusselt num
bers (Pr = 0.72, Ra = 109, L/H = 1) 

Nu r 

Fig. 7 The total heat transfer rate through the right side (Pr = 0.72, 
L/H=1) 

The evolution of the heat transfer rate to the steady state is 
presented in Fig. 6. This figure corresponds to the highest 
Rayleigh number considered in this study (Ra= 109). It shows 
that when 62 = 0 the cold air that descends along the equally 
cold right wall does not experience any heat transfer with that 
wall, so that in the steady state the left-side heat transfer rate 
(Nu,) matches the heat transfer rate through the top of the 
cavity (Nu,). In the opposite extreme, when d2-\, the flow 
pattern is symmetric about the vertical midplane, and the two 
side walls contribute equally to the total heat transfer rate Nu,. 
This is why in the lower graph of Fig. 6 the asymptotic value 
of Nu, is twice the asymptotic value of Nu,. 

The difference (Nu, - Nu,) is the average Nusselt number on 
the right side, 

Nur = 
q'r'H 

klTi-Tc.) - « : 

dd\ 

H 

(18) 

i.e., the //-averaged value of the local Nusselt number defined 
in Eq. (17). The effect of 62 and Ra on the total heat transfer 
rate through the right wall is illustrated in Fig. 7. 

Of primary interest in the second part of this study are the 
steady-state heat transfer rates. These have been calculated 
numerically and tabulated, as shown in Table 3 for the total 
(top) heat transfer rate. Even more useful are closed-form 
expressions that correlate these heat transfer results. One way 
to derive these expressions is by recognizing the scales of each 

Table 3 The steady-state average Nusselt number for the top of the 
cavity, Nu,, when Pr = 0.72 

IM 

1 

0.5 

0.25 

Ra 

105 

10<S 

10? 

108 

109 

10? 

108 

109 

107 

108 

109 

0 

9.04 

16.44 

29.93 

54.46 

. 99.11 

28.29 

51.44 

93.66 

27.76 

50.50 

91.89 

0.2 

10.40 

18.91 

34.40 

62.61 

113.91 

32.52 

59.16 

107.60 

31.87 

58.02 

105.60 

0.4 

11.94 

21.72 

39.53 

71.92 

130.93 

37.35 

67.98 

123.70 

36.66 

66.71 

121.39 

0.6 

13.72 

24.96 

45.44 

82.71 

150.48 

42.95 

78.13 

142.19 

42.13 

76.66 

139.50 

0.8 

15.76 

28.69 

52.22 

95.05 

172.96 

49.35 

89.81 

163.42 

48.43 

88.11 

160.33 

1.0 

18.12 

32.98 

60.04 

109.23 

198.79 

56.70 

103.22 

187.82 

55.68 

101.27 

184.31 

vertical boundary layer (e.g., Bejan, 1984). The total heat 
transfer rates through the two side walls are roughly equal to 

K-Ta, 
ql ~kH 

q{ ~ kH 

/ / R a 

T2-Tc 

• 1 / 4 - = Ar(r 1-r 0 0)Ra 1 

I74 = A:(r1-r0(1)Ra1/4ei /4 

//Ra2" 

In Eq. (20) we made the observation that 

Ra2 = = Ra • 82 

(19) 

(20) 

(21) 

The sum (q) +q'r) is equal to the top-side heat transfer rate 
q"L used in the definition of Nu„ Eq. (15); therefore 

Nu,= Ql +Qr 
kiTt-T,,) 

-Ra1/4[l + (- e¥4)] (22) 

The correlation recommended by this argument is 

Nut=QRa\l+ C2$
5
2
M) (23) 

in which Cj and C2 are dimensionless and of order 1, and y 
is of order 1/4. Indeed, this formula reproduces all the Nu, 
data of Table 2 within 4 percent when Ci =0.44, C2= 1, and 
7 = 0.26. The aspect ratio L/H does not appear in this cor
relation because in the present Ra and L/H range the boundary 
layers are thin when compared with L. Retracing the steps that 
led to Eq. (23), we discover the corresponding correlations for 
the individual side walls: 

(24) 

(25) 

Nu,s0.44Ra0-26 

NursO.44Rao-2602
5/4 

In the case of L/H= 0.25, which is one of the numerical ex
amples considered in the next section, Eq. (25) acquires an 
accuracy better than 0.6 percent if the 0.44 factor is replaced 
by 0.42. 

The discovery that the boundary layers are sufficiently thin 
so that L/H does not appear in the correlations (23)-(25) sug
gests that these correlations will be approximated well by cor
relations known for the single vertical wall. A recommended 
correlation for laminar boundary layer natural convection over 
a single vertical wall (Incropera and De Witt, 1990, p. 543) is 
an expression developed for 0 < Ra < 109 by Churchill and Chu 
(1975). In the case of air (Pr = 0.72), the Churchill and Chu 
laminar correlation would replace Eq. (24) with 

Nu, = 0.68 +0.515 Ra0'25 (26) 

This alternative underpredicts the Nu, value of Eq. (24) by 1.4 
percent if Ra= 108, and by 4.2 percent if Ra= 109. This level 
of agreement is acceptable in natural convection in general, 
and, in particular, in view of the model (e.g., boundary con
ditions) chosen for the vertical cavity of Fig. 1. More impor
tant, however, is the implication that at Rayleigh numbers 
higher than 109 (turbulent flow), where, if used, Eqs. (23)-
(25) would gradually become less accurate, the actual heat 
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Fig. 8 Model for simultaneous natural convection and radiation in the 
open-ended cavity 

transfer rate can be calculated confidently based on single-wall 
turbulent flow correlations that are available in the literature. 
Said another way, if, as we just saw, the boundary layers are 
thin enough in laminar flow so that Eq. (26) approximates well 
Eq. (24), then in the turbulent range (Ra > 109, for Pr ~ 1, Bejan 
and Lage, 1990) the boundary layers are even thinner so that 
Eqs. (24) and (25) can be "extended" by means of single-wall 
turbulent flow correlations. In the numerical application de
scribed at the end of the next section, for Ra > 109 we used the 
Churchill and Chu (1975) correlation for turbulent flow, which 
for air (Pr = 0.72) replaces Eq. (25) approximately with 

Nur=(O.825 + O.325Ra1/6)20i/4 (27) 

The large volume of experimental data that stands behind these 
natural convection correlations, for laminar and turbulent flow, 
is the reason why it is not necessary to subject the geometry 
of Fig. 1 to a small-scale laboratory simulation. 

3 Natural Convection With Radiation 

Radiation Model. One of the simplest models for the ra
diation heat transfer that is present in the open-ended cavity 
is the three-surface model presented in Fig. 8. The left wall is 
a diffuse-gray surface of emissivity ei and absolute temperature 
Ti. The rest of the solid wall (side wall + bottom wall) is another 
diffuse-gray surface, with the emissivity e2 and absolute tem
perature T2. This second surface is adiabatic on its back side; 
in other words, the net radiation heat transfer received by it 
is balanced by the heat transferred by natural convection to 
the air flow. 

The third surface of the radiation enclosure model is the top 
opening (Y= 1), which is modeled as black and isothermal at 
the absolute temperature level T„. The isothermal surface 
model adopted for the right side and bottom walls is consistent 
with the natural convection model of Fig. 2. In that earlier 
model the right wall was isothermal, while the bottom wall 
acquired a temperature that varied from Tx to T2. It is a good 
approximation to assume now that the bottom wall temper
ature is represented well by T2 in all the radiation heat transfer 
calculations because: (1) the bottom wall is less important than 
the right wall (smaller, L/H<\, and farther from the top 
opening), and (2) the T2 value that is revealed by the combined 

radiation and natural convection calculations is in fact of the 
same order of magnitude as Tx. 

Seen from the outside, the total heat transfer rate q' orig
inates from the back of the left surface, and is due to both 
natural convection and radiation: 

q'=qi+qii + qU (28) 
The heat currents q'n + q'^ are the net radiation heat transfer 
from surface 1 to surface 2, and the net radiation heat transfer 
from surface 1 to the top boundary. The statement that the 
back of surface 2 is adiabatic is 

Qi2 = qi^ + Qr (29) 

in which q'2a is the net radiation heat transfer from surface 2 
to the top of the enclosure. The equations relating the radiation 
heat currents to the temperatures and radiosities of the three 
surfaces are (e.g., Incropera and DeWitt, 1990): 

EyH 

qn + qi° -(crT,4-J,) 
l - 6 l 

qU=HFl<x(Jl-oTi) 

q(2 = HFl2(Jl-J2) 

q2a,=LF(a2(J2-a Ti) 

e2(L + H) 
q\2-qi«> = 

i - e 2 
(Ji-oTi) 

(30) 

(31) 

(32) 

(33) 

(34) 

Equations (29)-(34) and the natural convection correlation (25) 
[or Eq. (27) if Ra> 109] form a system of seven equations for 
the seven unknowns in this problem, namely 

T2, Ju J2, q'r, q[2, tfi'M, and q2a>. 

Results. The radiation contribution to the heat transfer 
mechanism adds also to the number of dimensionless groups 
that characterize each particular configuration. In order to see 
this, consider the following nondimensionalization of the vari
ables that appear in the radiation model: 

(tuT2)=^^-,auJ2)^JuJ2) 

oTl 
(35) 

(Qr, qh, <7i'», qi«) = Halt 
(qf, qh, qU, qi*) (36) 

The dimensionless version of Eqs. (29)-(34) is easy to write 
down, and will be omitted. The corresponding form of Eq. 
(25) is 

^; = ° ^ (f2 _ 1)5/4 ( T i _ 1)0.oi Rao.26 ( 3 7 ) 

in which Â  is the well-known radiation parameter (Larson and 
Viskanta, 1976) 

N = ^ ^ (38) 
k 

and Ra„ is a system constant proportional to / / 3 and T& (de
grees Kelvin): 

Ra,* 
gW3 Tx (39) 

In conclusion, next to the dimensionless groups that played 
' a role in the pure natural convection problem (section 2), the 
combined convection and radiation mechanism depends ad
ditionally on N, fu e b and e2. In summary, the dimensionless 
parameters that can be specified in the present analysis are 

L _ 
—, Tlt Ra,,,, N, €i, e2 

For example, in the case of H= 1 m and air with T„ = 29% K 
and properties evaluated at T&, two of these parameters are 
fixed, Ns60 and R a „ s 2 . 8 8 x 1010. 
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Fig. 9 The effect of the two emissivities on the temperature of the 
adiabatic surface 

The chief unknown in the system (25), (29)-(34) is the tem
perature T2. Figure 9 shows a set of results that demonstrate 
the effect of the two emissivities when the other dimensionless 
parameters are fixed (or, physically, when 7\, T„, L, and H 
are fixed). The results for T2 are presented in terms of the 62 
parameter used in section 2, in order to show how close the 
right wall approaches the temperature of the heated wall. The 
T2 value decreases as either e\ or e2 decreases; however, T2 is 
considerably more sensitive to changes in ej. 

In Fig. 10, the temperature of the adiabatic surface T2 is 
presented in a more practical form, as a function of the actual 
temperature T{ and the dimensions of the cavity. Each curve 
is interrupted by a circle, which corresponds to Ra= 109 as a 
landmark for the transition from laminar to turbulent flow 
along the vertical walls. The low-temperature portion of each 
curve corresponds to the laminar regime (Ra<109), and is 
based on using Eq. (25) in conjunction with Eqs. (29)-(34). 
The high-tempef ature end of the curve was obtained using Eq. 
(27) instead of Eq. (25), and accounts for turbulent flow along 
the vertical surfaces. The small step change (break) between 
the two portions of the curve is due to the jump from the 
laminar correlation (25) to the turbulent correlation (27) across 
Ra=109. The step change is such that T2 drops below the 
"laminar" value, on account of the slightly more effective 
heat transfer provided by turbulent flow. 

The two frames of Fig. 10 show that the adiabatic wall 
temperature T2 decreases as the horizontal dimension L in
creases, i.e., as the top opening becomes a larger sink for 
radiation. The two graphs of Fig. 10 show that when the ratio 
L/H is fixed, the physical size of the cavity (namely, the height 
H) has a relatively insignificant effect on T2. For any particular 
geometry (fixed H and L) the T2 value increases almost linearly 
with the temperature of the heated wall, Tx. 

The temperatures covered by Fig. 10 correspond to the range 
that is relevant to the safety issue (b) discussed in section 1. 
Temperatures of 100°C or less can be tolerated by properly 
equipped individuals who must work in the HxL space. The 
same range of temperatures is also consistent with the Bous-
sinesq approximation on which the natural convection part of 
the calculations is based. That approximation is valid when 
(3(7\ - TX)<1, which, for air as an ideal gas at a temperature 
of order Tt, means (Tx - 7"„) /Tx < 1. 

The extent to which radiation contributes to the overall heat 
transfer rate from Tx to Tm can be viewed in Fig. 11, where 
the total heat transfer rate q', Eq. (28), was divided by the 
total natural convection heat transfer rate q't. The latter was 
evaluated at the proper (equilibrium) value of 82 that was 

T 2 ( Q 

60 

T 2 ( Q 

30 

Ej =82 = 0 . 6 
Too = 25 °C 

H = l m 

L/H=l 

150 

T i ( C ) 
Fig. 10 The effect of cavity size (L, H) and hot wall temperature (T,) on 
the temperature of the adiabatic surface {T2) 

150 

Fig. 11 The relative contribution of radiation to the overall rate of heat 
transfer through the cavity 

recommended by the present solution to the combined con
vection and radiation problem. The break in each curve is 
again due to the shift from the laminar correlation (25) to the 
turbulent correlation (27). 

Figure 11 shows that the radiation effect gradually becomes 
important as the wall temperature level T\ increases. Radiation 
plays a relatively greater role in a cavity whose top opening 
(L) is wider, or the aspect ratio L/H larger. In spite of this 
trend, in the temperature range considered in this example 
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(Figs. 9-11), the radiation contribution to the overall heat 
transfer rate is overshadowed by natural convection. 

4 Concluding Remarks 
In this paper we have analyzed the fundamentals of natural 

convection and radiation in a two-dimensional cavity with open 
top end. We first focused on pure natural convection, and 
developed closed-form heat transfer correlations that were later 
incorporated in a combined convection and radiation model. 
The main conclusions of this study are: 

(a) The flow rises along both side walls when the Rayleigh 
number is high enough so that the boundary layers are distinct 
(thinner than L). 

(b) The laminar natural convection correlations for the two 
vertical walls and the total heat transfer rate are given in Eqs. 
(23)-(25). 

(c) The combined convection and radiation model consists 
of solving the system of Eqs. (27)-(32) and (25) [or (27)], and 
the solution depends on six dimensionless groups, L/H, T\, 
Raoo, N, €{, e2. 

(d) The individual effects of L, H, Tu eit and e2 are doc
umented by the numerical example exhibited in Figs. 9-11. 

One reviewer of the original manuscript questioned our ne
glect of the external turbulence (above the cavity) in the nu
merical modeling of the flow inside the cavity (section 2). The 
reason for this decision is that the natural convection velocity 
in the cavity is considerably greater than what might be due 
to forced convection along the floor of the power plant. For 
example, for H~ 1 m and Ra~ 109, the velocity due to natural 
convection along the vertical walls is of the order of 1 m/s. 
The ventilation system in the hangar-size enclosure of the power 
plant would have to create enormously powerful jets in order 
to interfere with velocities of order 1 m/s in the slot discussed 
in this paper. The walls of the power plant (now, all glass) 
blow up long before the natural convection model of section 
2 breaks down. Besides, the top of any floor cavity in the 
power plant is covered by a grill in order to prevent the fall 
of debris and personnel in the cavity. The grill is very effective 
in damping the flow that may be induced in the cavity by a 
draft that blows parallel to the floor of the power plant. 

Another reviewer questioned the accuracy of the radiation 
network model of section 3 relative to the more general model 
(Larson and Viskanta, 1976) in which the temperature variation 
along the surfaces is taken into account. We explained our 
decision in the penultimate paragraph of section 1. Addition
ally, we must refer to Lauriat (1980) who answered numerically 
this very question. In the last table of his paper he showed 
that under conditions similar to the present ones the radiation 
network model reproduces very well (within less than 4 percent) 
the results of the more general model. 
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Coupled Structure and Radiation 
Analysis of Acetylene/Air Flames 
A coupled radiation-structure analysis of turbulent, non-premixed, strongly radiating 
acetylene/air flames is described. The analysis extends the laminar flamelet concept 
to include the effects of local radiative heat loss/gain. A new method for the 
calculation of the radiative source term is presented. New measurements of mean 
and fluctuating emission temperatures and radiation intensities, and previous data 
concerning flame structure are used to evaluate the predictions. Results show good 
agreement between measurements and predictions of flame structure similar to past 
uncoupled calculations. The mean emission temperatures and the mean visible ra
diation intensities are substantially underpredicted by the uncoupled analysis. The 
coupled calculations provide reasonable estimates of both quantities. 

Introduction 
Several recent papers have addressed the structure and ra

diation properties of turbulent nonpremixed flames (Gore et 
al., 1987a, 1987b; Jeng and Faeth, 1984; Gore and Faeth, 1986, 
1988). All these studies treated radiative heat losses from the 
flames as a perturbation of the temperature-mixture fraction 
state relationships. This was achieved by assuming that each 
location in the flame lost a fixed percentage of the energy 
release corresponding to local mixture fraction by radiation. 
Within this approximation, the conservation equation for total 
enthalpy was not solved. The structure analysis was thus de
coupled from the radiation calculations. Heavily sooting acet
ylene/air flames radiate approximately 60 percent of their 
chemical energy release to the surroundings. Although the 
uncoupled analysis provided a reasonable first step for the 
prediction of these flames, it hampers our understanding of 
the interactions between the structure and radiation properties. 
The objective of the present study is to remove this deficiency 
by considering a coupled structure and radiation analysis. 

Simplified coupled structure and radiation analyses have 
been reported in the literature. Sibulkin et al. (1981) considered 
a burning vertical fuel surface under laminar flame, optically 
thin and gray gas assumptions. Gosman and Lockwood (1973) 
used a flux model with the gray gas assumption for treating 
radiation calculations for a furnace. Negrelli et al. (1977) cal
culated the structure and radiation properties of laminar flames 
around porous cylinders. They used the exponential wide band 
model to show the limitations of the gray gas assumptions. 
James and Edwards (1977) added an exponential wide band 
model to the solution of planar jet diffusion flames burning 
methane. They assumed that the reaction proceeds to equilib
rium composition and also used the mixing length model for 
turbulence calculation. Very few investigators have reported 
coupled calculations with radiation from soot. Tamanini (1979) 
considered a gray soot layer on the rich side in a turbulent 
boundary layer flame. The soot layer temperature was assumed 
constant (1400 K) and the entire flow was assumed optically 
thin. 

Bhattacharjee and Grosshandler (1988) have reported cou
pled radiation and structure calculations for combustion cham
ber flows. A fast chemistry model with correlations for 
absorption coefficients in terms of fuel and product concen
trations and temperature was used. The correlations for gas 
species were obtained from a model (Grosshandler, 1980) while 
the correlations for soot were obtained from a laminar flame 
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model described by Grosshandler and Vantelon (1985). The 
effects of turbulence-radiation interactions were neglected. An 
effective angle method was used to estimate the radiative source 
term. Bhattacharjee and Grosshandler (1988) conclude that 
consideration of radiative heat loss is necessary in combustion 
chamber flows when a radiation-convection parameter is large. 
The authors state that lack of experimental confirmation is an 
inherent weakness of their study. 

In the present study, coupled radiation-structure analysis is 
performed by solving the equation for conservation of energy 
in its mean total enthalpy form simultaneously with the struc
ture properties. The radiative source term in this equation is 
estimated using a new method that accounts for the effects of 
turbulence radiation interactions. Nonpremixed acetylene air 
flames are selected for this extension due to their large radiative 
heat loss and relatively large energy absorption due to soot in 
the fuel lean regions. The predictions of the coupled and un
coupled calculations are compared with the measurements of: 
(1) flame structure (mixture fractions, soot volume fractions, 
mean and fluctuating emission temperatures), and (2) flame 
radiation (monochromatic intensity at 514 nm and 632 nm). 
The measurements of mixture fractions are taken from Gore 
and Faeth (1988) and the measurements of soot volume frac
tions are taken from Sivathanu et al. (1988). The measurements 
of mean and fluctuating emission temperatures and mono
chromatic intensity at 514 nm and 632 nm are completed in 
the present study. 

For two-stream mixing and combustion problems, concen
trations of major gaseous species are unique functions of the 
local instantaneous mixture fraction (defined as the fraction 
of mass that originated in the fuel stream) following the laminar 
flamelet concept of Bilger (1977) and Liew et al. (1981). The 
soot volume fractions are estimated using an extension of the 
laminar flamelet concept proposed by Gore and Faeth (1986, 
1988). Local density and temperature are affected by radiation 
and are no longer universal functions of the mixture fraction. 
An equation for the conservation of total enthalpy is solved 
in order to treat the effects of radiation. The radiative sink/ 
source term in this equation is obtained by integrating the 
equation of transfer over inhomogeneous paths through the 
flames. 

The extension of the laminar flamelet concept to soot volume 
fractions may be questionable for some fuels when residence 
times are short (Sivathanu and Faeth, 1989, 1990). However, 
acetylene/air flames are unique in their heavy sooting tendency 
and measurements of Sivathanu and Faeth (1989, 1990) have 
shown that soot volume fractions for acetylene/air flames are 
independent of residence time over a broad range. Fortunately, 
effects of radiation are also important in approximately the 
same range. The characteristic residence times seen in the pres-
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ent experiments are long enough from the point of view of the 
soot generation efficiencies (Sivathanu and Faeth, 1989, 1990). 
The laminar flamelet concept for soot volume fractions (Gore 
and Faeth, 1988) is used in the present study since few alter
natives to this approach are presently available. 

The size of the soot particles (in the flaming region of interest 
here) is relatively small compared to the wavelengths of in
terest. Typically, the Mie parameter ir ds/\ is at least an order 
of magnitude smaller than unity. This validates the Rayleigh 
approximation for absorpt ion cross section of soot (Tien and 
Lee, 1982). Within this approximation, refractive index of soot 
in the only property in addition to soot volume fractions needed 
for predicting radiat ion. The appropriate value of refractive 
index of soot in flames has been debated in the literature and 
several prescriptions are available (Dalzell and Sarofim, 1969; 
Lee and Tien, 1981; Chara lampopoulos and Felske, 1987; Ha-
bib and Vervisch, 1988; Chara lampopoulos and Chang, 1988). 
The refractive index of soot is also necessary in evaluating its 
volume fraction from absorption data . For consistent pre
scriptions during absorpt ion and emission calculations, the 
data from Dalzell and Sarofim (1969) are used here. Other 
prescriptions may be tried as well, but are not expected to 
affect the present research issues. 

In the following, theoretical methods used during earlier 
uncoupled analyses are reviewed before describing the coupling 
procedure. A new method for the calculation of the radiative 
source term including the effects of turbulence radiation in
teractions is then described. Following this, experimental data 
used for the evaluation of the analysis are briefly described. 
Existing measurements of mean structure properties are then 
used for evaluating the coupled and uncoupled analyses. New 
measurements of mean and fluctuating emission temperatures 
are then used to evaluate the two analyses. Finally, measure
ments of monochromat ic intensities are compared with pre
dictions of both analyses. 

Theoretical Methods 

Uncoupled Analysis. Before considering the coupled struc
ture and radiation calculations, the uncoupled structure anal
ysis is reviewed in the following. Jeng et al. (1982, 1984), and 
Jeng and Faeth (1984) have described the uncoupled analysis 
in detail. The methods developed by these authors were applied 
to soot containing flames by Gore and Faeth (1986, 1988). 
Major assumptions of the uncoupled analysis are as follows: 
low Mach number axisymmetric boundary layer flow with no 

swirl; equal exchange coefficients of all species and heat; buoy
ancy only affects the mean flow; and effect of radiation from 
the flame is the loss of a fixed (constant over the entire flame) 
fraction of chemical energy release. All the assumptions except 
for the last are justified by test conditions or by acceptable 
performance in the past (Jeng et al., 1982, 1984; Gore et al., 
1987a, 1987b). For the heavily sooting flames with large ra
diative heat loss fractions, the assumption of a constant ra
diative heat loss fraction is questionable. The purpose of the 
coupled structure radiation calculations is to remove this de
ficiency. 

In the uncoupled analysis, the flow properties are found by 
solving the governing partial differential equations for u, 0, 
f, k, e, and g. The enthalpy equation is not solved. Following 
Bilger (1977), all scalar properties in the turbulent flames are 
unique functions of the local mixture fraction. These unique 
functions have come to be called "state-relationships" (Faeth 
and Samuelsen, 1986). The state relationships for gaseous spe
cies and soot volume fractions are obtained using routine lam
inar flame measurements. The state relationships for 
temperature and density are found using the first law of ther
modynamics, with measured species concentrations and ther-
mochemical properties from Gordon and McBride (1971). 
Equation (1) shows the calculation for the temperature state 
relationship. The state relationship for density is obtained using 
the temperatures and the ideal gas law: 

T 

CpidT 
products 

= (i-XR) fhJF- 2>/< 
products. 

(i) 

In the uncoupled analysis, the radiative heat loss fraction, 
XR, is assumed to be a constant at all locations in the flame 
and is obtained from measurements of total radiative heat loss 
surrounding the test flames. The quantity in the parentheses 
on the right-hand side of Eq . (1) represents the chemical energy 
release corresponding to the local composit ion: 

Qc .= / />>- T,m (2) 
products 

Coupled Analysis. In the coupled analysis the radiative 
heat loss fraction is not prescribed externally. Instead, a gov
erning equation for the conservation of the mean total enthalpy 
including the radiative heat loss/gain term is solved: 

Nomenclature 

a\P 

a\i = 

d = 

ds = 
f = 

fv = 
g = 

H = 

Hr = 

h°fi = 

gravitational acceleration 
Plank mean monochromat ic 
absorpt ion coefficient 
incident monochromat ic ab
sorption coefficient 
constant pressure specific 
heat of gas i 
burner exit diameter 
soot particle diameter 
mixture fraction 
soot volume fraction 
square of mixture fraction 
fluctuations 

total enthalpy (chemical + 
sensible) 
total enthalpy at reference 
state 
heat of formation of species 

Ahj = sensible energy of species / 

h -
iL -

k --
m -
N --

Qa = 
Qe --

QcHEM = 

r -
Re = 

SH = 

T = 
u = 
V = 
v = 
X = 

XR --
Y, = 

= spectral radiation intensity 
= emission intensity from in

dividual segments 
= turbulent kinetic energy 
= burner mass flow rate 
= number of product species 
= absorbed energy 
= emitted energy 
= chemical energy release 
= radial distance 
= burner exit Reynolds num

ber 
= volumetric radiative source/ 

sink term 
= temperature 
= streamwise velocity 
= volume 
= radial velocity 
- height above the burner 
= radiative heat loss fraction 
= mass fraction of species / 

6 = 

e = 

x = 
A'eff.H = 

P = 

T\ = 
* = 
Q = 

Subscripts 

c = 
o = 
p = 

rate of dissipation of turbu 
lence kinetic energy 
polar angle measured from 
a line parallel to flame axis 
wavelength 
effective viscosity 
density 
spectral transmittance 
circumferential angle 
solid angle 

centerline quantity 
burner exit quantity 
product species 

Superscripts 

O = time-averaged quantity 
( ~ ) = Favre-averaged quantity 
(~) ' = rms of a fluctuating quan

tity 

488/Vol . 114, MAY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



FLAME BOUNDARY 

iS'J 

TYPICAL \ 
RAY / s \ 

y<\ ' 

/^ ' 

7 -Q) J 

J / '''' 1 

• ^ v 

1 ^v. 
Fig. 1 Calculation of radiative source term for a small volume in the 
flame using a new multiray method 

9 - 1 8 . 1 d I dH\ — 
— (pflff) + - r (»Pflff) = - - riiav,-z-)-SH (3) to r or r or \ or ) 

The total enthalpy H is defined as: 
H=J]Yp(hfp + Ahp) (4) 

where the summation is over all product species denoted by 
the subscript p. The concentrations of species Yp have been 
observed to be independent of the radiative heat loss and are 
obtained from the laminar flamelet state relationships of Gore 
and Faeth (1988). 

The radiative source term SH in Eq. (3) is evaluated using 
a new method described in the following. The method accounts 
for the effects of turbulence-radiation interactions and of non-
isotropic radiation field typical of practical flames. 

Radiative Source Term. The time-averaged radiative source 
term SH in Eq. (3) cannot be evaluated using time-averaged 
values of temperature and absorption coefficients due to the 
significant effects of turbulence-radiation interactions discov
ered in the past (Gore and Faeth, 1988). For the calculation 
of spectral radiation intensities leaving a single path at a few 
positions, Gore and Faeth (1988) used stochastic realizations 
of scalar properties along the ray to treat this effect. Appli
cation of the stochastic method to the evaluation of the ra
diative source term at all the grid points is computationally 
impossible. Therefore, a new method is developed to calculate 
the time-averaged SH as described in the following. 

The volumetric radiative source/sink term SH in Eq. (3) is 
evaluated by considering a small volume of material within 
the flame as shown in Fig. 1. The net radiative heat loss (gain) 
by this material consists of energy emitted by the material to 
the surroundings minus the energy absorbed by the material 
from the incident radiation field: 

S„=Q.-Qa (5) 

The energy emitted by the material depends on the local 
emission coefficient and temperature. While the energy ab
sorbed by the material depends on the distribution of these 
quantities over the entire flame. 

The treatment of turbulence radiation interactions in cal
culating the emission term is facilitated by the selection of dv 
as an optically infinitesimal volume. In this case, the emitted 
energy depends solely on the local properties and can be av
eraged by using the PDF approach as discussed later. 

The energy absorbed by the volume dv depends on its aborp-
tion coefficient and the incident radiation intensity field. In 
order to include the effects of turbulence-radiation interactions 
on the incident radiation intensity field, it is necessary to de
couple the field from the absorption coefficient within the small 
volume under consideration. A new numerical approximation 
to the equation of transfer resolved to the integral length scale 
must be selected in order to avoid the specification of multi
point joint probability density functions. These requirements 
imply that the calculations of the emitted and absorbed energy 
are resolved to two different scales. Therefore, these are com
pleted separately and then the source term is calculated. 

The absorption coefficients for soot particles are calculated 
using the Rayleigh approximation and the refractive index 
values discussed in the introduction. The absorption coeffi
cients for the gaseous species are calculated using the narrow 
band model of Grosshandler (1980). 

Emitted Energy. The instantaneous energy emitted by the 
infinitesimally small volume shown in Fig. 1 can be obtained 
by integrating the spectral emissive power over all wavelengths: 

Energy Emitted =Qe = 4 flxpexferfX (6) 

where «x/> is the Planck mean absorption coefficient corre
sponding to the local instantaneous properties and e^b is the 
black body emissive power at the local instantaneous temper
ature. In order to calculate the average energy emitted by the 
volume dV, needed for evaluating SH, the instantaneous Qe 
given above must be averaged over time. Within the present 
combustion model, Qe is a function of the local mixture frac
tion / and the local enthalpy H. Average value of Qe can be 
obtained as: 

Qe= \ \ QeW, H)P(f, H)dfdH (7) 
JHr

J0 

where P(f, H) is the joint probability density function of 
mixture fraction and enthalpy. The additional information 
concerning H obtained from the coupled analysis allows the 
construction of P(f, H) as: 

P(f,H)=P(f)b(H{f,XR)) (8) 

where o(H(f, XR)) is a delta function centered at a value of 
enthalpy that is a function of the mixture fraction and the 
local radiative heat loss fraction. P(f) is the probability density 
function of mixture fraction, which is assumed to be a clipped 
Gaussian function similar to the uncoupled analysis. 

The approximation of the joint PDF given by Eq. (8) is a 
logical first step. In particular, this model treats the part of 
total enthalpy that is statistically dependent on the mixture 
fraction simultaneously with the part that depends on the his
tory of radiative heat loss. This represents an improvement 
over models that assume statistical independence between mix
ture fraction and enthalpy and those that assume perfect sta
tistical dependence between the two. 

Absorbed Energy. The instantaneous energy absorbed 
within the small volume dv is calculated using Eq. (9). 

I
QO A 2 7 T n"K 

ayjli (s) sin eddd<j>d\ (9) 
o ô •'o 

Qa is the sum of the absorbed portion of the intensity incident 
on the volume from all directions weighed by a factor de
pending on the direction. The weight factor is the fractional 
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area on the surface of the spherical volume that is intercepted 
by an individual ray. aw in Eq. (9) is the incident monochro
matic absorption coefficient, which is in general a function of 
local and global properties of the scalar and radiation field 
around the volume dv. 

To evaluate the energy absorbed using Eq. (9) numerically, 
a finite number of rays such as those shown in Fig. 1 must be 
considered. Both the accuracy and the computer cost of the 
estimated Qa improve with the number of rays. The number 
of rays required to calculate Q„ accurately is found to be 22, 
as discussed later. 

In order to calculate the average energy absorbed by dv while 
accounting for turbulence-radiation interactions, joint mul
tipoint probability density functions of scalar properties along 
individual radiation paths are needed. However, the current 
status of understanding of turbulent reacting flows precludes 
such an approach. For this reason, the term "«xA (s)" in Eq. 
(9) must be approximated as the product of averages of aw 
and Jx (s) over statistically independent realizations. Within 
this approximation, the a^ of soot particles depends only on 
the local soot volume fraction. The a\, of gaseous molecules 
depends on the concentrations of collision broadening species 
along individual rays. However, the absorption by gaseous 
species for the present flames is much smaller than that by 
soot particles and the collision broadening effects on ax,- can 
be neglected in the present calculations. 

To calculate the average incident energy while accounting 
for the effects of turbulence-radiation interactions, the equa
tion of transfer is numerically integrated using the following 
algorithm. Consider an incident ray on the volume dv as shown 
in Fig. 1. The ray is divided into N finite volumes of length 
AS (J), /designates a general volume along the radiation path. 
The average intensity leaving volume J is calculated as: 

K (J)=tiV-l)i\W+lL (•/) (10) 

where Ix ( / - 1) is the intensity leaving volume (J- 1}̂  TX(J) 
is the average transmittance of the path AS (J), and I^e is the 
average intensity emitted by the material in the path AS (J). 
The incident intensity Ix(J-l) and the transmittance T\(J) 
are uncorrelated within the present approximation. It is noted 
that this requirement can always be satisfied by selecting the 
AS {J) to be larger than the local integral length scale of tur
bulence (Kounalakis et al., 1988). The average intensity emitted 
by the material in the path AS (J) is given by: 

heU) -n<'- rxr(f, H) )I»(f, H)Pj(f, H)dfdH (11) 

where Pj(f, H) is the joint probability density function of 
mixture fraction and enthalpy for the volume J whose ap
proximate form is given in Eq. (8). 

Effective Number of Rays. The energy incident on the 
probe volume is calculated by numerically integrating Eq. (9) 
over all directions (0, $). The accuracy of this procedure im
proves as the number of rays is increased. In the past the 
number of directions considered in such calculations have been 
limited to 2-6. In the present study, the effect of the number 
of rays on the calculated absorbed energy is studied at rep
resentative locations in the jet flame and an optimum number 
of rays is obtained. 

Figure 2 shows a ratio of the absorbed energy divided by its 
estimate based on a two-ray calculation plotted as a function 
of number of rays for three radial positions in the flame at an 
axial location of x/d = 50. It is noted that the estimate based 
on a two-ray calculation is 40 percent lower than that based 
on the large-number-of-rays limit at the centerline. At r/x = 
0.1, the estimate based on two rays is within 20 percent due 
to compensating errors. As the edge of the flame is approached, 
the estimate based on two rays is higher by 60 percent. For all 

CM 
II 
O 

@ 
V) 

o 
O 

a 
O 

3 • 

0 

x/d = 

u 
50 

r — l — I T - T - I — • •—I •'"> 

Qabs.® ray=2 : 
r /x kW/m^ '. 

0.0 6493 
0.10 3129 
0.18 367 

r /x = 0.00 

r/x = 0.10 

r /x = 0.18 
• 

20 40 60 80 
Number of Rays 

100 

Fig. 2 Effect of number of rays considered in the calculation of the 
absorption part of the radiative source term 

three positions shown in Fig. 2 as well as for all other positions, 
the estimate of the energy absorption approaches its asymptotic 
large-ray limit at approximately 22 rays. Therefore, all cal
culations reported in the following are performed using 22 
rays. 

Computations. The initial conditions for all the unknown 
variables are prescribed at x/d = 2 following Gore and Faeth 
(1988). Initial conditions for the present tests are obtained from 
profiles for fully developed pipe flow (Hinze, 1975). Initial 
conditions for enthalpy are obtained by assuming an initial 
radiative heat loss fraction of zero as a first guess. The coupled 
calculations automatically correct this assumption by evalu
ating the radiative heat losses at the initial station. Integration 
of the governing equations for all the unknowns is carried out 
using the "GENMIX" algorithm of Spalding (1977). 

The calculation of the energy absorption by a volume at a 
given axial location requires information concerning the scalar 
properties at downstream locations. Since the flow calculations 
utilize a marching procedure in the axial direction, absorption 
terms using 22 rays are calculated after completion of the 
marching solution based on an initial guess. The calculations 
are then repeated with the new absorption terms and conver
gence is obtained. The iterative process is initiated by a two-
ray absorption term calculation, which can be completed si
multaneously with the flow solution. 

The uncertainties in the estimates of radiation source term 
due to the approximate integrations over wavelength, direc
tions, and the radiation paths are estimated using multiple 
calculations at sample positions and found to be less than 15 
percent. 

The overall numerical uncertainties due to finite grid reso
lution in the flow code as well as the radiation absorption code 
are estimated by doubling the number of grid points and are 
estimated to be less than 20 percent. 

Experimental Methods 
Experimental data from earlier studies (Gore and Faeth, 

1988; Sivathanu et al., 1988) for two acetylene/air flames are 
utilized for the evaluation of flame structure properties. In 
addition, a third acetylene/air flame is considered in the present 
work to study the effects of mean and fluctuating emission 
temperatures. The details of the apparatus used in earlier stud
ies are described by the original authors. In the present study, 
acetylene is injected vertically upward from an uncooled tube 
(6.35 mm diameter, 250 mm long) and burned with room air. 
For the operating condition considered here, the flame attached 
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Fig. 3 A sketch of the two-wavelength emission instrument used for 
measuring path-integrated emission temperatures 

naturally at the tube exit. The flame is protected from ambient 
disturbances by a 2.5-m-high, 1 m x 1 m square enclosure 
made out of wire screens. The burner could be traversed in 
the vertical direction with a positioning accuracy of 5 mm. 

Instrumentation. The structure and radiation properties of 
the two earlier flames were measured by Gore and Faeth (1988) 
and Sivathanu et al. (1988). Measurements included mean and 
fluctuating velocities, mean mixture fractions, mean soot vol
ume fractions, spectral radiation intensities, and total radiative 
heat fluxes. Since data for the evaluation of mean structure 
predictions are available from earlier studies, the present meas
urements concentrated on path integrated emission tempera
tures and monochromatic radiation intensities at X = 514 nm 
and 632 nm. 

Emission temperatures are estimated from simultaneous 
measurements ofmonochromatic (10 nm band width) radiation 
intensity at 514 nm and 632 nm following the methods de
scribed by Sivathanu and Faeth (1989,1990), Cashdollar (1979), 
and Klingenberg (1985). Figure 3 shows a sketch of the ex
perimental arrangement. A 10 mm field stop behind a water-
cooled plate formed the front end of the instrument. Light 
leaving a 10 mm2 area on the surface of the flame within a 
field angle of 2.4 deg is collected by a lens focused at the flame 
axis. The approximately collimated light beam passed through 
a 50/50 beam splitter before being focused on two photo-
multiplier tubes (Hamamatsu, model R268 with monochro
matic filters, 514 ± 10 nm bandwidth and 632 ± 10 nm 
bandwidth and pinhole apertures). The photomultiplier tubes 
are equipped with current-to-voltage converters (Hamamatsu, 
C1053) for obtaining low noise amplification of the signal. 
The output voltage developed by the converters is sampled by 
an A/D converter and stored in a laboratory computer. The 
entire system is calibrated in terms of intensity by using a 
blackbody reference source (Infrared Industries, Model IR-
463, maximum temperature 1000 ± 1°C). Calibration for the 
emission temperature is also checked by using a Pt-Pt-Rh 10 
percent thermocouple (0.1 mm diameter) radiating from a non-
luminous laminar diffusion flame burning methane and hy
drogen. This allowed verification of the procedure for 
temperatures up to 2000 K. 

The emission temperatures are inferred from monochro
matic intensities, which in general depend on the entire radia
tion path. However, in the present problem, the radiation 
intensities at the relatively short wavelengths are dominated 
by one or two points along the radiation path that have the 
highest temperatures. Therefore, the measurements of emis
sion temperatures can be approximately considered as the peak 
temperatures along the radiation path. The present theoretical 
calculations confirm this approximation to within ± 50 K. 

The experimental uncertainties in monochromatic radiation 
intensity measurements are less than 10 percent. The uncer-
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Fig. 4 Measurements and predictions of axial variation of mean 
sion temperatures for a C2H2/air diffusion flame, Re = 5300 
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tainties in the emission temperatures are ca. 100 K. Measure
ments are repeatable within these limits. 

Test Conditions. The test flames used by Gore and Faeth 
(1988) and Sivathanu et al. (1988) are utilized for the evaluation 
of velocity, mixture fractions, and soot volume fractions es
timated by the analysis. A test flame burning at a Reynolds 
number of 5300 is considered in the present study. The present 
flame is stabilized over a long (length/diameter = 40)uncooled 
stainless steel tube with an inner diameter of 6 mm compared 
to the 5-mm-dia burner used earlier. The larger burner diameter 
and the identical Reynolds number lead to a Richardson num
ber that is twice as high for the present flame compared to the 
Re = 5300 flame of Gore and Faeth (1988) enhancing the 
effects of buoyancy. The buoyancy-induced mixing is some
what counteracted by the lower turbulence kinetic energy at 
the exit. Overall, the present flame is approximately 100 mm 
shorter than the Re = 5300 flame considered by Gore and 
Faeth (1988). The present test condition is selected based on 
the ease of operation and due to the fact that well-defined 
initial conditions are available in the literature. 

Results and Discussion 

Flame Structure. Predictions of mixture fractions and soot 
volume fractions based on the coupled and uncoupled analyses 
are compared with the experimental data. The agreement be
tween these is very encouraging. Of particular interest is the 
fact that the effects of radiative coupling on the solution of 
the momentum and mixture fraction equations are minimal. 
These results concerning the coupled calculations of mixture 
fractions and soot volume fractions were reported by Gore 
(1988) and are not repeated here in the interest of brevity. The 
effects of coupling on the energy equations are substantial as 
discussed in the following using measurements and predictions 
of mean emission temperatures along the axis of the flames. 
Gore and Faeth (1988) have shown that radiation intensity is 
most sensitive to temperature. Unfortunately, local measure
ments of temperatures using fine wire thermocouples could 
not be obtained due to the problems of soot buildup (Gore 
and Faeth, 1988). Emission temperatures for narrow angle 
horizontal diametric paths at various distances from the in
jector exit are therefore considered. 

Figure 4 shows the measurements and predictions of mean 
emission temperatures. Recall that these are obtained by si
multaneous measurements and predictions of monochromatic 
intensities at two wavelengths. Predictions of the emission 
temperatures are obtained from the stochastic "data" gen
erated using the coupled and the uncoupled calculations. The 
measurements show that the emission temperatures are high 
in the region near the injector exit and then decrease to reach 
almost a plateau of 1400 K at approximately x/d = 50. This 
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Fig. 5 Measurements and predictions of probability density function 
of emission temperatures at three axial positions for a C2H2/air diffusion 
flame, Re = 5300 

value of the plateau of mean emission temperature has been 
observed by other investigators (Sivathanu and Faeth, 1989; 
Tamanini, 1979). As noted earlier, an examination of the pre
dicted emission temperatures showed that these are within 
± 25 K of the peak temperatures along the path. 

The uncoupled analyses underpredict the emission temper
atures by 200 to 700 K. The coupled calculations predict the 
trend and the magnitude of the emission temperatures rea
sonably well. The reason for the differences in the predictions 
of the two methods lies in the fact that the uncoupled calcu
lations use relatively high radiative heat loss fractions in all 
regions of the flame. In reality the appropriate initial condition 
is XR = 0; it then increases to its downstream value as the 
radiative heat loss progresses. The coupled calculations are 
designed to account for this fact. 

Since radiation properties are nonlinear functions of the 
flame structure, an evaluation of the measurements and pre
dictions of the fluctuating structure properties is necessary. 
Since temperatures have the strongest influence on radiation 
intensities (Gore and Faeth, 1988), fluctuations in emission 
temperatures are considered. 

Figure 5 shows probability density of emission temperature 
for three positions for the present flames. The measurements 
show the fraction of data points (out of a total of 4000) that 
lie within a bin represented by half the difference between the 
neighboring points. The probability distribution functions of 
the coupled and the uncoupled predictions are calculated by 
generating 4000 stochastic realizations of the radiation paths 
involving integral scale sized eddies. 

The measurements at x/d =15 show that the instantaneous 
emission temperatures vary between 1100 K and 2900 K with 
the mean at approximately 1600 K. Maximum probability oc
curs at a temperature of 1500 K due to the long tail of the 
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Fig. 6 Measurements and predictions of axial variation of mean visible 
monochromatic radiation intensities for C2H2/air flames, Re = 5300 

distribution at the high end. The uncoupled calculations predict 
a narrow probability distribution centered at 1200 K. Thus 
most of the high-temperature excursions are missed by this 
analysis. The coupled calculation predicts the mean temper
ature within 100 K and also predicts the width of the distri
bution reasonably well at the high-temperature end. 

The behavior of the probability distributions at x/d = 30 
is somewhat similar. The differences are as follows. The ex
perimental data show a shorter tail on the high-temperature 
end, bringing the average and the most probable emission 
temperatures closer. This is a result of radiative cooling during 
the longer residence time available for the material reaching 
this position. The uncoupled calculations predict a narrow 
range of temperatures due to the limitations on the state re
lationships imposed by a constant radiative heat loss fraction. 
The coupled calculations again provide very encouraging pre
dictions of the temperature distribution with the exception of 
the high measured probabilities between 1200-1300 K. 

At x/d = 50, the high-temperature tail on the experimentally 
observed distribution function is considered shorter due to 
progressive radiative cooling. The uncoupled calculation pre
dicts a lower mean and a narrower distribution of the tem
peratures. The coupled calculations estimate the temperature 
distribution remarkably well. 

Flame Radiation. Figure 6 shows the measurements and 
predictions of monochromatic radiation intensity for a 10-mm-
dia horizontal diametric path plotted as a function of distance 
from the injector. Measurements and predictions at 514 nm 
and 632 nm are shown. Predictions of monochromatic radia
tion intensities using both coupled and uncoupled methods are 
also shown in Fig. 6. Both predictions are based on the sto
chastic method to account for the effects of turbulence. In 
regions very near the injector, the experimentally observed 
radiation intensity increases and reaches a peak at approxi
mately x/d = 20. The coupled analysis overestimates the in
tensity in region below approximately x/d - 20. This 
discrepancy is due to the gradient broadening errors in the 
measurements and the finite rate chemistry effects associated 
with the flame attachment region. In the region beyond x/d 
= 20, the coupled calculations provide a very good estimate 
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of the radiation intensity at 514 nm, but underpredict the 
intensity at 632 nm by approximately 30 percent. The radiation 
intensities in the visible are very sensitive to temperatures. 
Therefore, this level of agreement is very encouraging. 

The uncoupled calculations underpredict the radiation in
tensity by one to two orders of magnitude at the relatively 
short wavelength considered here. Gore and Faeth (1988) have 
shown that the uncoupled analysis generally underestimates 
the intensity in the infrared as well. These results highlight the 
importance of considering coupled radiation-structure analysis 
for strongly radiating flames. 

Conclusions 
1 The coupled calculations predict the experimentally ob

served trend of relatively high emission temperatures (greater 
than 1700 K) in the near injector region and the 1400 K plateau 
in the far field. 

2 Coupled radiation-structure calculations also provide 
good estimates of radiation intensities in the visible. The dif
ferences between the measurements and predictions are higher 
for 632 nm than for 514 nm due to the compensating effects 
of temperature and soot volume fraction predictions. 

3 The uncoupled calculations underpredict both the emis
sion temperature and the visible radiation intensities substan
tially and are not recommended for strongly radiating flames. 
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Heat and lass Transport From 
Thermally Degrading Thin' 
Cellulosic Materials in a 
Microgravity Environment1 

A theoretical model describing the behavior of a thermally thin cellulosic sheet 
heated by external thermal radiation in a quiescent microgravity environment is 
developed. This model describes thermal and oxidative degradation of the sheet and 
the heat and mass transfer of evolved degradation products from the heated cellulosic 
surface into the gas phase. At present, gas phase oxidation reactions are not included. 
Without buoyancy, the dominant vorticity creation mechanism in the bulk of the 
gas is absent except at the material surf ace by the requirement of the no-slip condition. 
The no-slip condition is relaxed, permitting the flow to be represented by a velocity 
potential. This approximation is permissible due to the combination of a microgravity 
environment and low Reynolds number associated with slow small-area heating by 
external radiation. Two calculations are carried out: heating without thermal deg
radation, and heating with thermal degradation of the sheet with endothermic py-
rolysis, exothermic thermal oxidative degradation, and highly exothermic char ox
idation. The results show that pyrolysis is the main degradation reaction. Moreover, 
self-sustained propagation of smoldering for cellulosic materials is very difficult due 
to the lack of sufficient oxygen supply in a quiescent environment. 

Introduction 
Ignition of solid fuels by external thermal radiation is a 

process that not only is of considerable scientific interest but 
that also has fire safety applications. This process is compli
cated by strong coupling between chemical reactions and trans
port processes not only in the gas phase but also in the condensed 
phase. Although the fundamental processes involved in radia
tive auto-ignition have been suggested by Akita (1978), Kash
iwagi (1979, 1981), and Mutoh et al. (1978), there have been 
no definitive experimental or modeling studies due to the flow 
motion generated by buoyancy near the heated sample surface. 
It is extremely difficult to solve theoretical models accurately. 
One must solve the full Navier-Stokes equations over an ex
tended region to represent accurately the highly unstable buoy
ant plume. In order to avoid the complicated nature of the 
starting plume problem under normal gravity, previous de
tailed radiative ignition models were assumed to be one-di
mensional (Kashiwagi, 1974; Kindelan and Williams, 1977) or 
were applied at the stagnation point (Amos and Fernandez-
Pello, 1988). The mismatch between experimental and calcu
lated geometries means that theories cannot be compared di
rectly with experimental results in normal gravity. 

To overcome the above difficulty, a theoretical and exper
imental study for ignition and subsequent transition of flame 
spread in microgravity has been supported by NASA's Mi
crogravity Science Program. The objective of this study is to 
be able to compare the theoretical results quantitatively to the 
experimental data and to obtain a more definitive understand
ing of the ignition mechanism by the use of a microgravity 
environment. In this paper the description of the theoretical 
model and the calculated results of heat and mass transport 
near the heated surface during a preheating period are de
scribed. The model has been developed by taking advantage 
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Thermal Engineering Conference, Reno, Nevada, March 17-22, 1991. Manu
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Transfer, Microgravity Heat Transfer, Transient and Unsteady Heat Transfer. 

of the microgravity environment as much as possible in the 
gas phase instead of modifying a conventional normal-gravity 
approach. Further extension including gas phase oxidation 
reactions to achieve ignition will be described in a future paper. 

The theoretical model has been developed to be comparable 
to planned experiments in microgravity using NASA's two 
drop towers or the space shuttle. A thermally thin cellulosic 
sheet is considered as the sample fuel. Such a sample might 
ignite during test times available in the drop towers without 
requiring a pilot. This eliminates many complicating param
eters such as pilot location, temperature, and size (Tzeng et 
al., 1990). The generation of high-temperature char at the 
sample surface acts as a self-induced pilot provided by highly 
exothermic char oxidation (Kashiwagi, 1981). The absorption 
of the external radiation by evolved degradation products in 
the gas phase (Amos and Fernandez-Pello, 1988; Kashiwagi, 
1981) is not included in the model because a specific lamp, 
which emits the majority of its energy in near infrared, will 
be used to reduce the absorption as much as possible in the 
planned experiment. Although a slow flow along the sample 
surface, similar to a ventilation flow in a space craft, can have 
significant effects on the flame spread velocity (Olson et al., 
1988), a quiescent environment is used first to develop the 
model. 

2 Theory 

2.1 Gas Phase Mathematical Model. The study of radia-
' tive ignition of solid fuels in a microgravity environment re
quires a description of time-dependent coupled processes in 
both the gas and condensed phases. The mathematical and 
computational complexity inherent in such a study suggests 
that the simplifications permitted by the microgravity envi
ronment and the small physical scale of the idealized experi
ment be built into the mathematical model. These 
simplifications principally affect the gas phase processes. The 
absence of gravity removes the buoyancy-induced vorticity 
generation mechanism. The small scale of the experiment, to-
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gether with the absence of any significant externally imposed 
velocity, implies a low Reynolds number flow domain (char
acteristic length is about 1 cm, which is half the width of an 
external thermal radiation beam in this study). Classical anal
yses of low Reynolds number flows have demonstrated that 
using the Oseen approximation to the convective terms in the 
equations of motion "constitutes an ad-hbc uniformization" 
(Van Dyck, 1964) of the first approximation to the rigorous 
calculation of the flow past isolated bodies. The central point 
that emerges from these analyses is that diffusion dominates 
convection near the surface, so the fact that the Oseen flow 
does not satisfy the no-slip boundary condition is irrelevant 
at the lowest order in the theory. When surface pyrolysis or 
evaporation is present, the thermally induced surface blowing 
velocity must be taken into account, even at low Reynolds 
numbers. Both these concepts can be accommodated by as
suming the velocity field to a potential flow. The uniform 
Oseen velocity is of course a trivial potential flow. The gen
eralization to a flow past an arbitrarily shaped body with a 
prescribed surface blowing distribution can also be accom
modated by a potential field, if vorticity generated in the in
terior of the flow can be ignored. Again, the only loss is the 
no-slip boundary condition. This approximation is adopted 
and is implicit in the analysis that follows. 

The potential flow description of the velocity field greatly 
simplifies both the formulation and subsequent computation 
of a wide variety of low Reynolds number microgravity heat 
transfer and combustion problems. Accordingly, the formu
lation will be developed in a fairly general context and then 
specialized to the specific case of the radiative ignition of a 
thermally thin fuel. The starting point is the conservation of 
mass and energy in the gas. Under low Mach number com
bustion/heat transfer conditions, these equations can be writ
ten as: 

Dp/Dt + pv-\ = 0 

PCPDT/Dt-V-(kvT) = qR(r, t) (1) 
Here, qR(r, t) is the net chemical and radiative heat release 

per unit volume into the gas of density p, temperature T, and 
velocity v. The gas specific heat CP and thermal conductivity 
k are in general functions of T. These equations are supple
mented by an equation of state, taken in a form appropriate 
for low-Mach-number flows. 

ph = pa>ha 

h= \ CP(T)dT (2) 

The subscript oo refers to a suitable ambient or reference 
condition. This form allows CP to vary with temperature with
out doing too much violence to the equation of state over 

External Thermal Radiation (Gaussian Flux Distribution) 

Thermat/Oxidative Degradation 

Thin Cellutosic Sheet 

Fig. 1 Schematic radiative ignition process 

temperature ranges appropriate to hydrocarbon combustion 
problems. 

Now multiply the first of Eqs. (1) by h and add it to the 
second. The result, after using Eq. (2), is: 

PoAoV-v- V-(kvT)=qR{x, t) (3) 

Equation (3) is the fundamental equation for determining 
the velocity field v. Since v is a vector field, it can be decom
posed into the gradient of a potential <j> and a solenoidal field 
u. 

v = V<£ + u 

V-u = 0 

Substitution of Eq. (4) into Eq. (3) yields: 

V20 = ( l /p o o / ! o o ) (^(r , /) + V20) 

tf=j k(T)dT 

(4) 

(5) 

Note that the second term on the right-hand side of Eq. (5) 
can be eliminated by introducing a particular solution <j>P as: 

4>P = \l//pa>ha, (6) 

Then, introducing a remainder potential $(r, t), </> may be 
expressed in the form: 

0 = <fo, + $(r, t) 
V2$ = qR(r, t)/h^pa (7) 

Equations (6) and (7) relate the potential field to the tem
perature and species distributions in the gas phase. Since it is 
necessary to determine these latter quantities in any event, 

A 

C C 
D 
E 
H 
h 
K 

k 
m 

Q 
<JR 

R 

= pre-exponential frequency 
factor 

= specific heat 
= mass diffusivity 
= activation energy 
= heat of reaction 
= enthalpy 
= complete elliptic integral of 

the first kind 
= thermal conductivity 
= mass flux of gas through 

condensed phase surface 
= heat flux 
= net chemical and radiative 

heat release 
= universal gas constant 

RR = reaction rate of solid 
T = temperature 
t = time 
r = radial coordinate 

u, v = velocity vectors 
Y — mass fraction 
z = axial coordinate 
5 = thickness of paper 
e = emissivity 

species 

v = stoichiometric coefficient 
p = density 
a = Stefan-Boltzmann constant 

3>, 4> = potential function 

Subscripts 
C = char 

F 
G 

OX 
rad 

S 
0 , 00 

1 

2 

3 

= fuel 
= gas 
= oxygen 
= radiation 
= solid 
= ambient or reference condi

tion 
= associated with reaction 1 

(pyrolysis) 
= associated with reaction 2 

(thermal oxidative degrada
tion) 

= associated with reaction 3 
(char oxidation) 
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solution of Eq. (7) represents the minimum additional work 
required to obtain a self-consistent velocity field. Implied in 
this statement is the assumption that the solenoidal velocity 
field u is not of interest in its own right. If u is of interest, 
then there is no alternative to solving the Navier-Stokes equa
tions. However, a large portion of both the combustion and 
heat transfer literature consists of calculations in which the 
details of the velocity field are approximated, often crudely, 
in order to understand the thermophysical phenomenon of 
direct interest. In the present circumstances, the approxima
tions have been justified in simple geometries by detailed anal
yses, and interest will be confined to species and temperature 
fields induced by radiative ignition. 

Now consider the specific problem of a concentrated radia
tion source impinging on a thermally thin fuel slab. The ge
ometry is shown in Fig. 1. Let r and z be radial and axial 
cylindrical coordinates as shown in the figure. Attention is 
focused on the preheating phase of the ignition process. The 
gas is assumed to be transparent to the radiation. Under these 
circumstances, the term ##(/•, z, t) in Eqs. (1) can be ignored. 
The gas phase energy and species conservation equations take 
the form: 

pCP(dT/dt+ V<f>- VT) = V • (kVT) 

p(d Y/dt + V4>• V Yi) = V • (pD V Yi) (8) 

Here, F; are the mass fractions of the oxygen Yox, and the 
fuel species YF emitted by the pyrolyzing solid located at z = 0. 
The diffusivity D, thermal conductivity k, specific heat Cp, 
and density p are assumed to be independent of the gas species 
but dependent on temperature. The values for air are used to 
represent these properties and the polynomial fitting of tem
perature for each property is used in the calculation. These 
equations are to be solved together with Eqs. (6) and (7), subject 
to boundary and initial conditions. 

At time t = 0, the entire system is assumed to be at rest at 
(cool) ambient temperature Ta. Hence: 

<Kr, z, 0)=YF(r, z, 0) = 0 

Yox(r,z,0)=Ya, 

T(r,z,0)=Ta> (9) 

Once the heating process has started, the solid fuel temperature 
Ts(r, t) rises above ambient and at some later time a mass flux 
m(r, t) of gasified fuel is evolved from the fuel surface. The 
gas phase boundary conditions can be expressed in terms of 
these quantities as: 

d<j>(r, 0, t)/dz = h(r, 0, t)m(r, t)/pji„ 

h(r,0,t)=\ SCpdT 

T(r,0,t) = Ts(r,t) 

rh(r, t)=pa,ha,{d<Hr, 0, t)/dz}YF(r, 0, t)/h(r, 0, t) 

-Pooh^Dir, 0, t) [dYF(r, 0, t)/dz}/h(r, 0, t) (10) 

Alternatively, the residual potential $ is subject to the bound
ary condition: 

a*(r, 0, t)/dz= [h(r, 0, t)m-kdT(r, 0, t)/bz]/pjia, (11) 

Equation (11) replaces the first of Eqs. (10). 
Far from the surface, </>, Yh and T must decay to their 

ambient initial values. Translating this into boundary condi
tions suitable for numerical computation, however, requires 
some care. Numerical boundary conditions are applied at the 
edge of a rectangular computational domain. Since F, and T 
decay exponentially to their ambient values, setting these quan
tities equal their values given in Eq. (9) is permissible until the 
first calculated nonambient contours of these quantities ap
proach the computational boundary. However, the potential 
field decays slowly away from the heated region, i.e., 

Table 1 Chemical properties of thermal degradation 
A E [kj/mol] vc vG c0x vA AH [J/g] 

(1) 1.4X1019 [min"1] 220 0.27 0.73 +570 
(2) l.OxlO17 [cmVgmin] 170 0.27 0.83 0.10 -4,200 
(3) l.OxlO13 [cmVgmin] 160 2.00 1.00 0.00-25,000 

4>~(r2 + z2)''• Thus, putting <j> or its gradient equal to zero at 
the computational boundary would introduce unacceptable 
errors into the calculation. These errors can be avoided by 
using the solution to Eq. (7) (with qR = 0) subject to the bound
ary condition given by Eq. (11). 

PoAo* = G(r, r0, z)d$(r0, 0, t)/dzr0dr0 

G(r, /-o, z)=(.2/ir)K(kb)/[(r + r0)
2 + z2]U2 

fci = 4rr 0 / [ ( r+r 0 ) 2 + z2] (12) 

Here K is the complete elliptic integral of the first kind. Now 
d$(/o> 0, t)/dz is given by Eq. (11) at any instant of time, and 
the temperature is an exponentially decaying function of the 
radial integration variable in Eq. (12). Hence, use of Eq. (12) 
to evaluate $ around the computational boundary provides a 
fast and highly accurate means of applying computational 
boundary conditions to $. 

2.2 Condensed Phase Mathematical Model. In the pres
ent paper the condensed phase is initially a cellulosic sheet that 
changes gradually to char followed by ash, due to thermal 
degradation. The phase is assumed to be thermally thin and 
also depth-wise uniform in its composition. Although there 
are numerous studies on the thermal degradation of cellulose 
and wood (for example, Nakagawa and Shafizadeh, 1984), the 
expression of mass addition rates from a thermally degrading 
paper in air is needed in this study. Since detailed study of 
oxidation reactions of a paper and char is limited, a global 
approach of three reactions (Rogers and Ohlemiller, 1980) is 
used in this study. 

(/) Endothermic Pyrolysis Reaction. The cellulosic ma
terial is endothermically degraded to a char. 

Fuel -~vCi Char + cG1 Gases 

(2) Exothermic Thermal Oxidative Degradation Reac
tion. The cellulosic material is exothermically degraded to a 
char by oxidation. Generally, this reaction occurs in approx
imately the same temperature range as for the pyrolysis re
action. 

Fuel + yox202-* e a Char + i/G2Gases 

(5) Exothermic Char Oxidation Process. The char 
formed by the above reactions is exothermically reacted with 
oxygen to form gases and ash. Here, it is assumed that the 
reactivity of char formed from the above two reactions with 
oxygen is the same. 

Char + eox302~ ^ A s h + cG3Gases 

In the above three reactions, the reaction rates RR„ are 
assumed to be given by the following expressions: 

(1) RR^A^PsYrfexpi-Et/RT) 

(2) RR2 = A2(pGYox) (PsYF)exp(-E2/RT) 

(3) RR3=A3(pGY0x)(PsYc)exp(-Ei/RT) (13) 
Here, the pre-exponential frequency factor A, activation en
ergy E for each reaction, stoichiometric coefficients (mass 
based) of species vc, v0, vox, and vA must be specified. Al
though these reactions are assumed to be first order and second 
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order, any other order of reaction can be used in the model. 
These parameters together with the heats of reaction AH are 
given in Table 1. The values for the pyrolysis reaction are 
measured by conducting a thermogravimetric analysis of a 
black paper that has been used for preliminary ignition ex
periments under normal gravity. The results of derivative ther-
mogravimetry are analyzed by Kissinger's method (Kissinger, 
1957). Although the measurement of kinetic constants for the 
above two oxidative reactions is in progress, the values listed 
for the two oxidative degradations are estimated from our 
preliminary results. A parametric study regarding values of 
kinetic constants for the two oxidative reactions has been con
ducted and the results are described in the final portion of this 
paper. 

The equations for the condensed phase are given as follows: 

Conservation of solid mass: 

dPs/dt= r > c l - l)RRx+ (va- l)RR2 + (vA-\)RRy (14) 

Conservation of cellulosic material: 

d(psYF)/dt=-RRi-RR2 (15) 

Conservation of char: 

d(fiSYc)/dt^i>clRRi + vaRR2-RR3 (16) 

Conservation of energy: 

(CFPsS)dTs/dt= I -AH1RRi-AH2RR2-AHiRRi)8 

+ (1 - r ) Q T 3 i - e a ( T * - T$) + kdT/dz 
+ m{hs-h(r,0,t)} (17) 

where 5 is the thickness of the paper and the heat flux distri
bution of the external radiation is assumed to be Gaussian. In 
the calculation reported here, 

Qrad = 50exp( -or 2 ) [kW/m2] (18) 

where a = 1 . 0 x 104 [m ]. The reflectivity, r, is assumed to be 
0 and the emissivity, e, is assumed to be 1. 

The mass flux of gasified fuel through the sample surface 
is given by the following expression: 

m = [(l-vclRRl+(l-Vc2)RR2+(\-VA)RR3]xS (19) 
The cellulosic material used in the present study is a 0.25 x 103 

m thick paper sheet. The properties are: Cs ( = CF = Cc) = 1.255 
[kJ/(kgK)J, * s = 6.0xlO_ ip s /PF[W/(mK)] (Nakagawa and 
Shafizadeh, 1984), pF=0.6x 10"3 [kg/m3]. 

2.3 Numerical Methods. The numerical calculation is 
performed by using a finite-difference method. The compu-
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Fig. 3 Velocity vector distributions at (a) 1 s, (h) 3 s, and (c) 5 s (velocity 
vectors less than 1/40 of 0.5 cm/s are not plotted in the figure) 
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Fig. 4 Velocity vector distribution at (a) 2.0 s, (b) 3.5 s, (c) 5 s, (d) 6.5 
s, (e) 8.0 s, (r) 9.5 s (velocity vectors less than 1/40 of 10 cm/s are not 
plotted in the figure) 

tational domain is taken to be /•< 5.0 cm and z^ 5.0 cm. There 
are 71 and 72 grid cells in the r and z directions, respectively. 
The grid size was chosen after numerical experiments at half 
size together with Richardson extrapolation showed that the 
error is within 0.4 percent. 

The equations to be solved for the gas phase are those for 
the potential function <3?, the temperature T, and the species 
Yox- For the condensed phase, the equations for the temper
ature T, the species YF and Yc, and the solid density ps also 
have to be solved. Since the condensed phase temperature 
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equation is coupled with that for the gas phase, the two equa
tions are solved simultaneously in the present analysis. The 
solution for * is computed by employing a direct solver of the 
Poisson equation in cylindrical coordinates using the standard 
five-point finite difference approximation on a staggered grid 
(FISHPAK). The equations for temperature and gas species 
employ a second-order difference scheme for both convection 

and diffusion terms. The boundary conditions for $ are spec
ified at the open boundaries by calculating Eq. (12). The de
rivative of the solution with respect to z is specified at z = 0 
by Eq. (11). As for the boundary conditions for temperature 
and species for the gas phase, the derivatives are taken to be 
zero at the open boundaries. The derivative of species with 
respect to z is also taken to be zero at z = 0. 
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Fig. 6 Gas phase oxygen contour at (a) 2.0 s, (6) 3.5 s, (c) 5.0 s, (d) 6.5 
s, (e) 8.0 s, and (/) 9.5 s at intervals of 0.02 

The temperature variation with respect to the z direction in 
the condensed phase is ignored, because it is assumed to be 
thermally thin. The oxidation of the condensed phase is per
formed by consuming the oxygen in the control volume im
mediately above the sample surface. It is also assumed that 
the condensed phase does not become porous. Only the density 

of the solid material changes. The other equations ((14)-(17)) 
for the condensed phase are also solved using a finite difference 
approximation for a control volume of the same size as that 
in the gas phase. The time advance is made by using Euler's 
implicit method with an interval of 0.025 seconds, which sat
isfies the error estimate stated above. 
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3 Results and Discussion 

3.1 Results Without Thermal Degradation. Figure 2 
shows the change in the radial temperature distribution of the 
sample with time without the thermal degradation of the solid 
material. The temperature distribution corresponds to the 
Gaussian flux distribution of external radiation expressed by 
Eq. (18). The temperature increase slows down significantly 
at about 7 seconds because of the heat balance between external 
radiation and the reradiation loss from the high-temperature 
surface. 

Figures 3 show the velocity vector distributions at 1, 3, and 
5 seconds after irradiation, respectively. As shown in the fig
ures, the gas phase is heated by heat conduction from the 
sample surface irradiated by external radiation, and the region 
of heated gas expands as time increases. The gas flow changes 
from the initial quiescent state into the outward flow motion 
from the region near the heated surface due to the expansion 
of the gas. The flow velocity gradually decreases after about 
5 seconds and becomes almost zero everywhere in 10 seconds, 
although irradiation of the surface by the external radiation 
is still continued. In the absence of thermal degradation, the 
magnitude of the velocity is small for all times. 

3.2 Results With Thermal Degradation. The results in
cluding the thermal degradation of the cellulosic sheet de
scribed in section 2.2 are shown in Figs. 4, 5, and 6, giving 
velocity vector distributions, temperature contours, and oxy
gen concentration contours up to 9.5 seconds, respectively. 
These show a rapid increase in flow velocity near the sample 
surface due to mass addition after the sample temperature 
becomes sufficiently high to cause thermal degradation. Blow
ing starts to become significant at about 1.5 seconds and con
tinues to increase until about 3.5 seconds. Flow velocities 
normal to the sample surface with thermal degradation become 
as large as 50 times those without thermal degradation (shown 
in Fig. 3). Therefore, blowing significantly affects the flow 
motion in microgravity. (It should be noted, however, that 
local Reynolds numbers based on the velocity and distance 
from the axis of symmetry are still O(l).) Correspondingly, 
the high gas temperature region is expanded much further by 
the blowing due to thermal degradation. The mass addition 
of degradation gases rapidly dilutes the oxygen concentration 
near the heated sample surface. At about 2 seconds, the oxygen 
concentration at the center of the sample near the sample 
surface is nearly zero. This indicates that thermal degradation 
is mainly due to the pyrolysis reaction instead of the oxidative 
degradation reactions. After 4 seconds the location of maxi
mum blowing velocity gradually moves from the center radially 
outward because the original cellulosic material is nearly con
sumed as the hard-to-degrade char is formed. In this way, the 
char region gradually expands from the center outward and 
the blowing nearly stops over the char region. The temperature 
contours indicate that near the axis heat flows from the hotter 
surface to the cooler gas phase. In the region where blowing 
is active, convection by degradation products from the surface 
to the gas phase is dominant. In the region outside of the 
pyrolyzing zone, the gas phase temperature near the surface 
is higher than that of surface, giving temperature contours that 
have a different shape from the oxygen concentration contours; 
the latter are nearly normal to the surface, indicating that there 
is little consumption by the oxidative reactions. 

Changes in the radial temperature distribution of the cel
lulosic sheet with time are shown in Fig. 7. Similarly the radial 
density distribution of the sheet is shown in Fig. 8. As seen 
on the axis in Fig. 7, the temperature rapidly rises in the first 
few seconds, but the increase slows after the temperature 
reaches about 650 K. This slowdown is caused by the endo-
thermic pyrolysis reaction, which becomes significant in this 
temperature range. After the temperature remains at about 

1000 

0 1 
i 1 r 
2 3 4 

r [cm] 
Fig. 7 Radial distribution of material temperature at intervals of 0.5 s 

0 1 2 3 4 5 

Fig. 8 Radial distribution of material density at intervals of 0.5 s 

650 K for few seconds, it rapidly rises close to 1000 K and 
then slows again at about 4 seconds. This rapid temperature 
increase is caused by the complete consumption of the original 
cellulosic material to form char, which reduces the endothermic 
pyrolysis reaction rate and also the mass of the sample (the 
density of cellulose is roughly four times larger than that of 
char (Nakagawa and Shafizadeh, 1984)) and furthermore de
creases blowing convective cooling from the hot surface. En
ergy is balanced at the sample surface mainly between the 
external radiation and the reradiation loss from the high-tem
perature surface. 

The density of the material rapidly decreases from the initial 
value of 0.6 g/cm3 to about 0.16 g/cm3, which is the value of 
the char density. After about 4 seconds the density of the 
material remains at about 0.16 g/cm3, which indicates that the 
char oxidation reaction rate is not significant. The oxygen 
concentration contours show that oxygen concentration is ex
tremely small at the sample surface in the region of active 
blowing, due mainly to dilution and poor oxygen supply by 
diffusion. Therefore, the oxidative degradation reaction and 
the char oxidative reaction do not participate significantly in 
the gasification process at an external radiant flux peak of 50 
kW/m2 in a quiescent environment. However, if there is a 
forced slow air flow along the sample surface such as a ven
tilation flow in a space craft, the oxidative degradation re-
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actions might become important. Another possible scenario 
permitting char oxidation participation might occur if diffused 
oxygen leaks behind the outward moving blowing front gen
erated by the pyrolysis reaction. A gradual increase in oxygen 
concentration near the axis by the sample surface can be ob
served from the oxygen concentration contours at 6.5 seconds. 
A slight dip in the contour of 2 percent oxygen concentration 
near the axis shows increased oxygen supply to this region by 
diffusion. This trend continues, and oxygen concentration 
reaches about 2.7 percent at 7 seconds. At this time the lowest 
oxygen concentration at the sample surface is in the region of 
active blowing at this time. However, this active blowing region 
gradually moves radially outward due to the consumption of 
the original cellulosic material. The level of blowing gradually 
decreases with increasing radius because the material temper
ature decreases with decrease in external flux. At 8 seconds 
the oxygen concentration near the axis reaches 3.5 percent. At 
8.5 seconds the char oxidation reaction starts and the oxygen 
concentration near the surface decreases slightly. At 9 seconds 
within a 0.5 cm radius, the oxygen concentration near the 
surface decreases further due to the consumption of oxygen 
by the char oxidation reaction. The low oxygen concentration 
zone near the surface around 1 cm is due to dilution by deg
radation gases from the pyrolysis reaction. Since the temper
ature of the material is the highest at the axis, as shown in 
Fig. 7, due to Gaussian distribution of the external radiation, 
the char oxidation occurs only around the axis. However, the 
radial material density distribution, Fig. 8, indicates that a 
decrease in density by the consumption of char by oxidation 
is extremely small due to the lack of oxygen supply; the oxygen 
supply remains small due to dilution by degradation gases from 
the char oxidation reaction. Therefore, in a quiescent envi
ronment under microgravity the rate-controlling process for 
smoldering is the oxygen supply. The above results show that 
the two exothermic oxidative degradation reactions are severely 
limited even with continued external radiation. Therefore, self-
supported smoldering (without external heat) of a cellulosic 
material is very difficult in a quiescent environment under 
microgravity. 

3.3 Effect of Chemical Properties on Oxidation. These 
calculations were carried out using estimated values of the 
kinetic constants for the two oxidative degradations. There
fore, it might be premature to conclude that self-supported 
smoldering is severely limited in a quiescent environment under 
microgravity. A parametric study to examine effects of the 
kinetic constants for the two oxidation reactions on smoldering 
was conducted. Two types of calculations were performed; 
different kinetic constants for the oxidative degradation re
actions were used in the above model, and a one-dimensional 
model ignoring gas phase phenomena was employed. The latter 
is basically a degradation kinetic model of the sheet with the 
specified initial oxygen concentration. Oxygen is consumed 
only by oxidation, and there is no oxygen supply or dilution 
by degradation gases. Although this model is limited to deg
radation of the sheet, the calculated results clearly show how 
the pyrolysis reaction and the two oxidative reactions compete 
to consume the cellulosic material and the oxygen. Since the 
calculation of the second model is much simpler, many cases 
were investigated using this model. The results indicate that 
smoldering tends to occur with lower values of v0x2 and Pox3» 
higher values of vC\ and va, and higher values of heat of 
oxidative degradations. The first reduces the consumption of 
oxygen, the second reduces the dilution by degradation gases, 
and the third increases energy heat release rates from the ox
idative reactions. The effects of pre-exponential parameters 

and activation energies do not significantly affect the trend of 
self-supported smoldering and they mainly change the tem
perature at which each degradation reaction occurs. Therefore, 
in order to predict smoldering characteristics of a cellulosic 
material in a microgravity environment, the values of kinetic 
constants for the above three global degradation reactions must 
be determined. 

4 Conclusion 
The following conclusions are derived from the calculated 

results in a quiescent environment under microgravity. 
1 The flow motion created by heat addition from the sur

face to the gas phase rapidly dies out even when heat is con
tinuously added. 

2 The mass addition of degradation products from the 
surface to the gas phase generates relatively large flow velocities 
near the surface up to 10 cm/s at an external radiant flux of 
50 kW/m2 and surface absorptivity of 1 (compared with the 
nonblowing case) and dominates the motion. 

3 The degradation gases are mainly generated from the 
pyrolysis degradation reaction. The oxidative degradation re
action is severely limited due to the lack of oxygen supply 
caused by dilution by the degradation gases emitted from the 
pyrolysis reaction at external radiation of 50 kW/m2 and sur
face absorptivity of 1. 

4 Char oxidation could occur near the axis of symmetry 
as oxygen gradually diffuses back to the char surface after the 
pyrolysis process is completed. 

5 Self-sustained smoldering is controlled and severely lim
ited by the reduced oxygen supply. 
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An Analytical Solution of a One-Dimensional Thermal 
Contact Conductance Problem With One Heat Flux and 
One Insulated Boundary Condition 

Y. M. Tsai1 and R. A. Crane1 

Nomenclature 
A„ 

a, au a2 

Bi 
B„ 

C\n 

C2n 

d. 
Fo 
hc 

k 
q 
t 

T 
X 
X 

a 

r 
X 
<p 

<t> 
4> 

= 
= 
= 
= 
= 

= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

subordinate coefficient appearing in solution 
arbitrary constants 
Biot number 
subordinate coefficient appearing in solution 
coefficient in solution associated with first ei
genvalue 
coefficient in solution associated with second 
eigenvalue 
constant of parabolic function 
Fourier number 
thermal contact conductance 
thermal conductivity 
heat flux 
time variable 
temperature 
function of x 
spatial variable 
thermal diffusivity 
function of / 
eigenvalue 
temperature subfunction of time variable 
temperature subfunction of spatial variable 
temperature subfunction 

Subscripts/Superscripts 
1,2 = refer to region 1, 2/refer to part 1, 2 of solu

tion of \j/in 

Introduction 

Heat transfer across surfaces in imperfect contact occurs in 
many practical situations. Since the thermal contact conduct
ance problem has appeared in the literature, substantial efforts 
have been made to estimate the thermal conductance across 
the interface. Although the progress in predicting the thermal 
contact conductance based on geometric, mechanical, and 
thermophysical properties of the contacting surfaces has given 
us very important insight into thermal contact conductance 
problems, to a large extent, thermal contact conductance still 
has to be estimated according to individual application ex
perimentally [1]. 
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Some of the techniques recently developed of estimating 
thermal contact conductance are based on experimental tem
perature data at one or several interior positions of the con
tacting solids and the calculation of the temperature at these 
locations for known contact conductance [2-5]. Consequently, 
an accurate and efficient method for computing temperature 
distributions becomes quite important. FDM and FEM are 
most widely used. However, for most contact conductance 
computation methods, only the temperatures at the contacting 
regions and several other positions near the interface need to 
be determined, so the general FDM and FEM are not partic
ularly efficient in solving this problem. 

This paper presents an analytical temperature distribution 
solution to the one-dimensional symmetric system with heat 
flux on one outside surface and insulation on the other. This 
analysis provides a theoretical basis for transient measurement 
of thermal contact conductance. While it is common practice 
in steady-state measurements to use a water-cooled heat sink, 
it is possible to limit the transient solution to time interval 
prior to any detectable temperature increase at the cold end. 
This effectively eliminates the need for water cooling and per
mits the use of an insulated boundary. The analytical solution 
to the mentioned problem obtained shows that for a symmetric 
system the temperature distribution solution includes two sets 
of distinct eigenfunctions. 

Formulation of the Problem 
Two contacting, one-dimensional, cylindrical blocks of the 

same material and dimension are considered here. The thermal 
properties are assumed constant. The thermal contact con
ductance between the two contacting surfaces (at x = 0) is 
known as hc and assumed time independent. At the left side 
surface (x = - L) a constant heat flux is applied, and.the 
right side surface (x = L) is insulated. For simplicity the 
initial temperature is assumed uniformly zero. The governing 
heat conduction problem is defined as 

d2T{ (x, t) 1 dTi 

dx2 ~ a dt 

d2T2{x, t) _\ 3T2 

dx2 a dt 

-L<x<Q 

Q<x<L 

-k— = q 
dx 

at x = —L 

k ^ = k ^ a t * = 0 
dx ox 

dTi 

dx 
= hc(Ti-T2) a t x = 0 

k ^ = Q atx = L 
dx 

Tl(x,t) = T2(x,t)=0 a t r = 0 

(1«) 

(1*) 

(lc) 

(Id) 

(le) 

(1/) 

(l£) 
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Solution Using Superposition Method 
The assumption of solution of the problem is made as fol

lows: 

Ti(x, t) = Mx, O+frM+wU) /'= 1, 2 (2) 

Now, in terms of Eq. (2) the formulation of the problem is 
composed of the following three subproblems: 

1 Subproblem given as 

dx2 ( = 1 , 2 (3) 

subject to similar boundary conditions as defined by ( l c ) -
(1/). 

2 Subproblem given as 

dipi 

dt = a,a 1,2 

subject to the condition <p\(t) = <p2(t). 
3 Subproblem given as 

aV,- 1 dfo 
dx2~a dt 

1,2 

(4) 

(5) 

subject to similar boundary conditions as in subproblem (1) 
except at x = L, where d\pi/dx = 0. From subproblem (2) it 
is seen that «i = a2 = a. With this condition, and applying 
boundary conditions, subproblem (1) can be solved as follows: 

^X)=^kx2-fkX+di' where dl-d2 = — (6) 

d\ and d2 will be determined later. 
Subproblem 2 can be solved by direct integration: 

<Pi(t)=<p2(t)=^t (7) 

Since the final solution of the problem is the summation of 
the solutions of the three subproblems, we need not give an
other constant to the solution of Eq. (7). The solution of 
subproblem (3) is in the form [6]: 

A2„ and B2„ can be found from (Sd). For A„ defined by X„ tan 
\nL = 2hc/k, we have 

A2„= - 1, B2n = B{n= - t a n \„L (8h) 

'/'in = £1/1 (cos X„*-tan \nL sin X ^ e - " * " ' 

^2n = Ci„( - c o s X„x-tan \„L sin X„x)e~aX"' 

For X„ = n-w/L, n = 0, 1, 2, . . . 

A2„=l, B2n = B{n = 0 (81) 

,2 ,2 r- niT - " < — ) 2 ' 

The Determination of the Coefficients C ln and C2n 

The problem has been solved except for the coefficients Cln 

and C2„, and they can be obtained through the initial condition. 
Since C2n depends on dx and d2, we can arbitrarily set d\ and 
d2 to any value as long as they satisfy the condition d\ -d2 

= q/2hc. For simplicity, here we choose d{ = 0, d2 = —q/ 
2hc. Since T{(x, 0) = T2(x, 0) = 0, 

°° °° nit 
^C[„(cos X„*-tan \„L sin X„x) + ^jPjC2„ cos — x-

-rrrX2 + ^-x f o r - L < x < 0 (9a) 
ALk 2k 

y]Ci , , ( -cosX„x-tan \nL sin \„x) + ^]C2n cos — x = 

-£-kx2+Tkx+i f o r 0 ^ L m 

The eigenfunctions ^ ' and \j/2 that are both defined by Eq. (5) 
satisfy the following orthogonality relation (where t = 0): 

^i(*> ^ = 2 C " ( C 0 S ^inX + Blnsm \lnx)e 
-a\lnl (8a) 

iM*. t) = J]Cn(A2„ cos X2nx+B2„ sin X2„x)e~a2"' (8b) 
n = \ 

Applying Eq. (Id) and the condition obtained after differ
entiating both sides of Eq. (Id) with respect to t, we have 

^ln = Mn = \ (8c) 

When the left boundary conditions are applied, we end up 
with the following matrix: 

{
0 p i 

i\ni\mdx+ \ yp2n^2mdx 
0 

p0 pi 

(h„)2dx+ 

^m^^n 

(\p2n) dx Xm = X„ 
(9c) 

Multiplying both sides of Eq. (9a) by \pi„(x, 0), Eq. (9b) by 
fanix, 0) and summing up the resulting expression, the coef
ficients C\„ and C2„ can then be determined as follows: 

C - J - a-4^*2
 + | ^ ] ( c o s X „ * 

f sin \„L 0 cos \„L I I 1 j / 0 | 
0 - sin \„L cos \nL I A2n I = I 0 

-he hc -k\„ \\B2n\ | 0 j 
(8d) 

J0 \ ALk 

- t a n XnL sink,jc)dx 

X+2-k
X+2-hJ(-C°SX^ 

Bi„ = B2„ (8c) 

The eigenvalue can be determined by setting the determinant 
of the first matrix to zero, from which we obtain two distinct 
sets of eigenvalues; one is 

- t a n \„L sin \„x)dx (9d) 

sin \nL = 0, X„ = —, n = 0, 1, 2, 

and the other is defined by 

X„ tan X„L = 
2hc 

(W 

(8s) 

Ai„= I (cos X„*-tan X„L sin \„x)2dx 
J - 1 

+ I ( - c o s X„x-tan \nL sin \„x)2dx (9e) 

and 

C"~2L J-A AL, 
x2 + -r-x)dx 

For each of the two sets of eigenvalues, there is one corre
sponding set of coefficients A2„ and B2„, and the corresponding 

ALk " ' 2k 
1 

+ T ALk 2k 2h 
(9/) 
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c,, 

where 

Jo V 4L. 

2A: 
2 <7 \ " T . 

x + —- x cos —- xdx L 

q 2 q q \ n-K 
AT, x +'Z7 x + —-)cos—-xdx 
ALk 2k 2hJ L 

, = \ cos — xdx 

It is found that 

Ci„ —-
- q cos X„L 

qL q 

12* Ahc 

Lk\„ + 2hc cos \„L 

( ' kn\2 

(9g) 

(9h) 

(9/) 

(9y) 

Now the formal solution of this problem is complete, and with 
some trigonometric simplification it can be written as 

cos\n(L+x)e~aX"' S i 

Cur cos X„L 

mr _a(™)2r 

2 + B'UL2 2 z T l 2 , + 

, V - l / ^ " 7 I - a < — ) 

+ 2 J C 2 « C O S " T x e L 

-L<x<0 (10a) 

r 2^ ' ? ) = S-C"' 
cos \„(L-x)e 

cos X„Z. 

+£ 
FQB, txl x 1 

2 ' \ 4L 2 2L 12 

-«x2/ 

+ 2_/C2n cos — xe 
n = i ^ 

1 

" a ( T 

0 < x < L (10/3) 

where X„ is determined by 

\nL tan \„L = 2Bj (10c) 

and C\„ and C2„ are defined by Eqs. (9/) and (9j), respectively. 

Sample of Test Cases 

To show the results given by Eqs. (10a) and (106), we give 
in Fig. 1 the temperature increases at x — -0 .01 m and x = 
0.01 m for different contact conductance values for the case 
of two contacting aluminum blocks; the thickness of each block 
is 0.025 m, and the heat flux equals 23.54 kW/m2. 

time (seconds) 
Fig. 1 Temperature increases (K) at x 
different contact conductance 

- 0.01 m and x = 0.01 m for 

References 
1 Fletcher, L. S., "Recent Developments in Contact Conductance Heat Trans

fer," ASME JOURNAX OF HEAT TRANSFER, Vol. 110, 1988, pp. 1059-1070. 

2 Beck, J. V., "Transient Sensitivity Coefficients for the Thermal Contact 
Conductance," Int. J. Heat Mass Transfer, Vol. 10, 1967, pp. 1615-1617. 

3 Beck, J. V., "Combined Parameter and Function Estimation in Heat Trans
fer With Application to Contact Conductance," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 110, 1988, pp. 1046-1058. 

4 Flach, G. P., and Ozisik, M. N., "Inverse Heat Conduction Problem of 
Periodically Contacting Surfaces," ASME JOURNAL OF HEAT TRANSFER, Vol. 
110, 1988, pp. 821-829. 

5 Moore, C. J., Jr., "Heat Transfer Across Surfaces in Contact," Ph.D. 
Dissertation, Southern Methodist University, Dallas, TX, 1967. 

6 Ozisik, M. N., Heat Conduction, Wiley, New York. 

Conclusion 

It is interesting that the temperature distribution solutions 
for the two regions, given by Eqs. (10a) and (10b), both involve 
the solution corresponding to the perfect contact situation, 
that is, when hc goes to identify. It is easy to see that when 
hc— oo, the temperature distributions for both regions are re
duced to 

T2=J]Q 
nit 

2„ cos — xe ai—ft 

otq q 
+ —— t + —— 

2Lk ALk' 2K' 

qL_ 

12* 

which is exactly the solution to the corresponding continuous 
conduction problem. 

The method to solve the temperature distribution in regions 
of either side of the contacting interface presented here is quite 
straightforward. It is found that the involvement of two distinct 
sets of eigenfunctions arises only in some special cases including 
the important one considered in this paper. 

A Model for Thermal Conductivity of Granular Porous 
Media 

F. B. Nimick1 and J. R. Leith2 

Introduction 

This note describes an improved model for estimating thermal 
conductivity of granular porous media, in which radiation and 
convection heat transfer effects can be considered negligible. 
Because the model proposed is semi-empirical in nature, only 
the thermal conductivities of solid and fluid phases and the 
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where X„ is determined by 

\nL tan \„L = 2Bj (10c) 

and C\„ and C2„ are defined by Eqs. (9/) and (9j), respectively. 

Sample of Test Cases 

To show the results given by Eqs. (10a) and (106), we give 
in Fig. 1 the temperature increases at x — -0 .01 m and x = 
0.01 m for different contact conductance values for the case 
of two contacting aluminum blocks; the thickness of each block 
is 0.025 m, and the heat flux equals 23.54 kW/m2. 
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Fig. 1 Temperature increases (K) at x 
different contact conductance 
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Conclusion 

It is interesting that the temperature distribution solutions 
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which is exactly the solution to the corresponding continuous 
conduction problem. 
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porosity are required for estimation purposes. With the minimal 
property data required, inherent assumptions are that both 
fluid and solid phases are homogeneous and contact 
conductance is not a parameter. Use of the model gives thermal 
conductivity estimates that are between the bounding estimates 
discussed by Maxwell (1873) and Hashin and Shtrikman (1962). 
We illustrate here the utility of the model by comparing 
predictions with experimental data for a porous medium 
composed of fused silica powder and air. 

Estimation of the thermal conductivities of granular mixtures 
has been studied extensively;the resulting publications are too 
numerous to summarize here. Several good reviews of the 
relevant literature have been made, including Woodside and 
Messmer (1961), Nozad et al. (1985), and Hadley (1986). The 
model presented here has been developed because none of the 
published models were found to be suitable for application to 
our experimental data. Most of the models predicted thermal 
conductivities higher than our measured data; the equation 
making the closest prediction (Eq. (10) below) underestimated 
the experimental values, as shown later. 

The two equations originally derived by Maxwell (1873) were 
shown by Hashin and Shtrikman (1962) to be the most rigorous 
bounds for estimating the thermal conductivity of a mixture 
in the absence of geometric information. Both equations 
represent the physical model of noninteracting spheres of one 
material suspended in a matrix of a second material. The upper-
bound equation represents low-conductivity (fluid) spheres in 
a high-conductivity (solid) matrix, and is expressed as follows: 

km — ks + -
1 1 - 0 ' 

(1) 

Kf Ks jKt 

where km is the thermal conductivity of mixture, Â  is the 
thermal conductivity of solid, kf is the thermal conductivity 
of fluid, and <j> is the porosity of the mixture, expressed as a 
volume fraction. The lower-bound equation, representing solid 
spheres suspended in a fluid matrix, is given by: 

km = kf+-
1 

1 
(2) 

-kf
+3kf 

Although Eqs. (1) and (2) were derived rigorously by Hashin 
and Shtrikman (1962), the governing assumption that the 
spheres be noninteracting limits the applicability to values of 
4> close to either zero or one. Relatively few materials have 
porosities near these extreme values. Granular porous media, 
in particular, usually have porosities of 0.3 to 0.5, so that the 
two equations are not directly applicable for thermal-
conductivity estimation for such materials. 

Analysis 

The deterministic model presented in this note is based on 
the assumption that any granular porous medium comprises 
regions of solid-continuous material and regions of fluid-
continuous material. The proportions of the two types of 
regions vary depending on <f>. Furthermore, the porosities are 
different in the two types of regions, with the porosity of the 
solid-continuous regions (</>sc) less than (j> and the porosity of 
the fluid-continuous regions (<j>/c) greater than <j>. The functions 
selected to represent the two porosities are 

** = * - * ' " ( « > 1 ) (3) 
and 

0 / c = 0" (0<«<1) . (4) 

Let XfC be the volume fraction of the fluid-continuous regions, 
where X/c + xx = 1, so that 

<j> = <(>sc(l -xfc) + <j>fcxfc. (5) 

The thermal conductivities of the solid-continuous and fluid-
continuous regions can be represented using Eqs. (1) and (2), 
respectively, with the appropriate choice of porosity. At very 
low values of <j>, Eq. (1) should give an estimate for the thermal 
conductivity of the material. At large values of 4>, Eq. (2) 
should give an estimate for the thermal conductivity. 

To obtain the new deterministic equation, Eq. (1) is used, 
with the following substitutions: </> = X/c, ks = ksc, and kf=kfC. 
After rearrangement, the following equation is obtained: 

1 - -
2+A+xfc(\-A) 
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1 , fyc 

and 

ks - k/ 3kf 

The greatest potential drawback to the use of Eq. (6) is the 
presence of the two empirical constants m and n. To be of 
general use, the equation must not only provide a good fit to 
experimental results on one material, but also must then be 
directly applicable to other materials without derivation of new 
values for m and n. 

Experiments 

Thermal-conductivity measurements were obtained for 
mixtures of powdered solid with air using an adaptation of 
the needle-probe technique described by von Herzen and 
Maxwell (1959). The technique uses a thin heater with a 
relatively large length-to-diameter ratio to introduce a radial 
heat pulse into the powder. The temperature at the boundary 
between the heater and the powder is measured as a function 
of time, and, for values of r/4at« 1, is given approximately 
by 

T-T„ _Q_ 
~4irk 

- G + ln? + ln (7) 

where r is the radial distance from the center of the probe, a 
is the thermal diffusivity of the medium, T0 is the initial 
temperature of the medium, Q is the heat input per unit length 
of heater per unit time, and G is Euler's constant. 

Thermal conductivity was measured by applying constant 
power to the thermal probe for approximately 90 seconds, 
recording the temperature change at the external surface of 
the heater as a function of time (i), then implementing a linear 
least-squares fit to the temperature data as a function of ln(0. 
The slope of the line thus obtained is used to calculate the 
thermal conductivity using the following equation: 

k = -
E2\n{t2/h) 

4rRL(T2-Ti)' 
(8) 

where E is the applied voltage, R is the resistance of the probe, 
L is the heated length of the probe, and (T2— Tt)/\n (t2/t\) 
is the slope obtained from the least-squares fit. Additional 
description of the technique is provided by Nimick (1990). 

The container used to hold the powder is a graduated glass 
beaker, so that the volume (V) of material is known for each 
experiment. By determining the mass (M) of material as well, 
the dry bulk density OW) was calculated as pdb = M/V. This 
value then was combined with the known grain density (pg) of 
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the material to obtain the value of (j> corresponding to each 
thermal-conductivity measurement: 

* = 1 - ^ . (9) 

Different values of pdb, and thus.of </>, were obtained by 
variations in the amount of tapping and shaking to which the 
beaker was subjected after pouring in the granular material. 

Fused silica was used as a thermal-conductivity standard for 
the primary set of measurements to derive values of m and n. 
Equation (6), with these empirical values, then was used to 
extrapolate thermal conductivities measured for plagioclase-

-EQUATION 6, WITH m = 2.127, n = O.S29 

0.4 0.6 

POROSITY 

Fig. 1 Comparison of Eq. (6) with bounding estimates and experimental 
data for fused silica powder (Nimick, 1990). Each data point shown is 
taken as the average from three experiments at fixed probe position. 

feldspar powders to obtain zero-porosity thermal conductivities 
(ks in Eqs. (7) and (8)) for the feldspars. 

Results and Discussion 
Figure 1 shows the fused-silica data together with Eqs. (1) 

and (2) and the version of Eq. (6) derived by a least-squares 
fit to the data. The fit produced values of m = 2.127 and 
n = 0.929, with a correlation coefficient of 0.9990. As illustrated 
in Fig. 1, the semi-empirical model defined by Eqs. (3)-(6) 
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Fig. 3 Comparison of zero porosity thermal conductivity estimates with 
data from Horai (1971) for plagioclase feldspars. Error bars represent 
± 1 standard deviation in mean composition (based upon 350 
experiments) and ± 10 percent estimated uncertainty in thermal 
conductivity. The zero porosity estimates are obtained by use of Eq. (6), 
with m = 2.127 and n = 0.929. 
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gives an excellent representation for the fused silica-air 
medium. 

A comparison of the results in Fig. 1 with the model equation 
developed by Hadley (1986) is illustrated in Fig. 2. Hadley's 
model utilizes the Maxwell upper bound expression (Eq. (1)) 
as the mixture contribution and the results of a volume-
averaging theory as a contact contribution, so that the thermal 
conductivity is expressed as 

* = (!-«) 
<t>fokf+(l-4>fo)ks 

i-W-fo) + <l>(lr-f0)ks/kf 

2(l-(ft)^/Ar /+(i+2(/>)*j 
+ a- (2 + <j>)ks/kf+l-<t> 

(10) 

in which a is a "consolidation parameter" a n d / 0 is a weak 
function of the matrix porosity. The curve in Fig. 2 labeled 
as Hadley's prediction is based upon Eq. (10), wi th / o = 0.8 
and a = a(4>) assumed from Fig. 6 in Hadley (1986). As noted 
in Fig. 2, Eq. (10) underpredicts our least-squares-based fit of 
fused silica-air measurements by 3-8 percent. An alternate 
interpretation is that the model we have proposed here yields 
comparable results to the mixture theory developed by Hadley 
(1986), and yet the present model does not require a judgment 
as to the relative influence of mixture conductivity and contact 
contribution. 

Using the values of m and n noted above with Eq. (6) and 
calculating ks from measured thermal conductivities for six 
different plagioclase-feldspar powders yields the data shown 
in Fig. 3. Previously published data for plagioclase-feldspar 
(Horai, 1971) are shown for comparison. After allowing for 
the ±15 percent uncertainty in the earlier data from Horai 
(1971), the agreement between the two data sets is quite good. 
This result supports the conclusion that Eq. (6) is of more 
general applicability than many empirical equations for 
estimation of thermal conductivity for granular porous media. 

As pointed out earlier, empirical equations suffer from the 
inability to extrapolate constants to other materials. However, 
the new model equation has an advantage in this respect. 
Because no assumptions have been made about geometric 
characteristics (e.g., grain size and shape), the values of m and 
n should be applicable for any powder that is approximately 
similar to the fused silica powder. Figure 3 demonstrates that 
Eq. (6), with the values of m and n derived for fused silica, 
can be applied successfully to data for feldspar powders. Other 
materials for which successful application might be expected 
are powders of other silica-rich glasses as well as many 
anhydrous silicate minerals. In addition, different values of m 
and n could be derived for a powder from some different class 
of material (e.g., refractories), then applied to the other 
materials in that class. In view of the close proximity of our 
least-squares-based correlation to the Hadley model results 
(Fig. 2), however, we would expect accurate correlation of 
experimental results for granular media with large k/ks for m 
and n in the range 1.9</n<2.3 and 0.88 < n < 0.98. 
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Convection 
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Introduction 
In many practical instances of heat transfer, such as fur

naces, a certain minimum temperature must be attained on a 
given region. Usually the region is heated by forced convection 
with isolated heat sources upstream. The present note studies 
the placement of these heat sources such that the minimum 
temperature requirement is satisfied with the least amount of 
total thermal energy input. 

Figure 1(a) shows the situation considered. A circular region 
of radius R' is to be heated to at least temperature T0. There 
are N discrete heat sources forced by a uniform flow of velocity 
U. The question is, how can we place these sources such that 
the least amount of energy is required? Since the thermal wake 
of a source is nonuniform, the answer is not obvious. 

The Single Source 

The governing equation for forced convection is 

UT^=a(Tx>x' + T;>y' + T^>z>) (1) 

where T' is the temperature and a is the thermal diffusivity. 
We normalize all lengths by 2a/U, and the temperature by T0, 
and drop primes. Equation (1) becomes 

Tt = \{T„+T„+Ta) (2) 

Rosenthal (1946) originally solved Eq. (2) for a moving heat 
source on the surface of a conducting material. His solution 
can also be used in the forced convection of a fixed point 
source at the origin, viz., 

T= 
Z-wakT, 

(x 2 +y ! + z 2 r 1 / 2 e x p -V^+Z + z2 (3) 

where q is the heat input and k is the thermal conductivity. It 
is evident the minimum temperature occurs on the boundary 
of the region, z = H, r = R where we set T = 1. Thus 

\ = C{R2 + H2)' exp H-^/R2 
+ Hl (4) 

Here Cis the normalized thermal energy qU/8irakT0. In order 
to minimize C for fixed J?, we set the derivative C(H) to zero. 
The result is the algebraic relation 

H\JH2+R2+H-H2- (5) 
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gives an excellent representation for the fused silica-air 
medium. 
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interpretation is that the model we have proposed here yields 
comparable results to the mixture theory developed by Hadley 
(1986), and yet the present model does not require a judgment 
as to the relative influence of mixture conductivity and contact 
contribution. 

Using the values of m and n noted above with Eq. (6) and 
calculating ks from measured thermal conductivities for six 
different plagioclase-feldspar powders yields the data shown 
in Fig. 3. Previously published data for plagioclase-feldspar 
(Horai, 1971) are shown for comparison. After allowing for 
the ±15 percent uncertainty in the earlier data from Horai 
(1971), the agreement between the two data sets is quite good. 
This result supports the conclusion that Eq. (6) is of more 
general applicability than many empirical equations for 
estimation of thermal conductivity for granular porous media. 

As pointed out earlier, empirical equations suffer from the 
inability to extrapolate constants to other materials. However, 
the new model equation has an advantage in this respect. 
Because no assumptions have been made about geometric 
characteristics (e.g., grain size and shape), the values of m and 
n should be applicable for any powder that is approximately 
similar to the fused silica powder. Figure 3 demonstrates that 
Eq. (6), with the values of m and n derived for fused silica, 
can be applied successfully to data for feldspar powders. Other 
materials for which successful application might be expected 
are powders of other silica-rich glasses as well as many 
anhydrous silicate minerals. In addition, different values of m 
and n could be derived for a powder from some different class 
of material (e.g., refractories), then applied to the other 
materials in that class. In view of the close proximity of our 
least-squares-based correlation to the Hadley model results 
(Fig. 2), however, we would expect accurate correlation of 
experimental results for granular media with large k/ks for m 
and n in the range 1.9</n<2.3 and 0.88 < n < 0.98. 
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Fig. 1 (a) Heat sources are on z' = 0 plane. A circular region (within 
dashed lines) on z' = H' plane is to be heated, (b) Top view. Crosses 
denote heat sources. 

Notice that H and R are not linearly related. For small R we 
find H = 0(R2). A regular perturbation yields 

H=R2-Ri + 2R4 + 0(R5) (6) 

However, since the energy required E or C increases expo
nentially with R, a single source may not be as efficient as 
multiple sources for large areas to be heated. 

Multiple Sources 
We consider TV sources of equal strength, evenly spaced, on 

a circle of radius S at a distance H from the region to be 
heated. The locations of the sources in cylindrical coordinates 
are r = S, 6 = fa == 2ir(t - l)/N, i = 1, 2, . . . , N, z = 0 
(Fig. lb). Using superposition of the single source solution, 
the temperature at any point is 

T=^-^=exp(z-^fli) (7) 
/=i v// 

/,• = r2 + z2 + S2 - 2rS cos (& - 6>) (8) 

The total heat input is Nq or in normalized form, E = NC. 
Symmetry conditions show that the minimum temperature oc
curs either at the center or on the edge between adjacent sources 
(point A in Fig. lb). At the center 

NC 
7c = — 7 = = e x p 

-JH2+S2 
H-^JH2+S2 

At point A, 
N 

; = i ^ 6 X P 
H-y/fli 

hi = R2 + H2 + S2- 2RSCOS M) 
(10) 

(11) 

We require 
TC>1, TA = l (12) 

The problem is as follows. For given R, N we choose H, S 
such that NC is minimized, subjected to the conditions in Eq. 
(12). 

Since an analytic relation is not possible, a numerical method 
is used to search for the minimum of the surface NC(H, S). 
This can be achieved by a variety of optimization methods 
(e.g., Hamming, 1973). The grid method was used to achieve 
five-digit accuracy. We find for N less than about 6, Tc is 
always larger than 1, while for larger N, the heat input needs 
to be adjusted to keep Tc above unity. 

The Ring Source 
We have considered iV discrete sources arranged in a circle. 

In the limit TV -~ oo while keeping total strength finite, a ring 

R = 1 

R = 0.5 

10 15 

Fig. 2 Minimum total energy E for heating a given region as the number 
of sources N is varied; dashed line is the symptote for ring source (A/ 
= 0=) 

source is obtained. Let q' be the heat input per length of a 
ring with radius S'. The temperature at any point (r, 6, z) is 
the integral 

Z>~7=exp z-yfki 
o Vfc 

cty (13) 

where 

Ar, = r2 + z2 + S 2 -2 rScos (i/<-0) 

D = q'S'U/?,TrakTo 

(14) 

(15) 

Due to radial symmetry, we can set 6 = 0 without loss. The 
total normalized heat input 2xD is to be minimized, subject 
to the conditions 

I.27T 

r = R 
z = H 

I 
D—j= exp 

o y/Pi 
H-yfc, # = 1 

Pi=R2 + S2 + H2-2RScos t 

(9) and 

r = 0 
Z = H 

= 2irD 
\[¥+H2 

The total energy is then 

exp H-\f S2 + H2 

£=2i rD = 
Je" 

where 

J=J] to)-,/2«P(-/>/1/2W 

(16) 

(17) 

> 1 (18) 

(19) 

(20) 

For given R, we choose S, H to minimize E subject to Eq. 
(18). We find that the integrand of Eq. (20) is too stiff to be 
efficiently evaluated numerically by simple quadrature such as 
Simpson's rule. A variable-step Newton-Cotes algorithm was 
used to obtain five-digit accuracy. 

Results and Discussion 
Figure 2 shows the total minimum energy E for given region 

size R. In general, the energy E decreases as the number of 
sources is increased s due to a smaller mean deviation from the 
minimum temperature. The exception is N = 2, which has an 
optimum location at the center (S = 0), and thus has the same 
energy as the single source N = I. Therefore, there is no 
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advantage to having two heating sources. The energy decrease 
is also very small for N = 3. Appreciable energy savings is 
obtained for N = 4 to N = 7 and the returns diminish again 
when TV > 8. Comparing the energy for multiple sources and 
that for a single source, we find the savings can be as much 
as 25 percent. Figure 3 shows the minimum energy as a function 
of area R2. Since the relation is concave down, it is more 
efficient to heat single larger areas than several smaller ones. 

If the radius of region R is given and the number of sources 
N is chosen, the location of the sources to achieve minimum 
energy is unique. Figure 4 shows the computed proper distance 
H from the region and Fig. 5 shows the distance S from the 
center line. These figures are important for the design of the 
heating system. 

We have considered N discrete sources arranged in a circle. 
There are other possible forms of arrangement notably an extra 
added source at the center. For the range of R considered, the 
extra source at the center is not necessary for N < 6, since 
Re is larger than one. The extra source may be advantageous 
for larger N, but this situation has not been fully investigated. 
Also for large N and large R (R' » 2a/U), the optimum 
arrangement may be a distribution on several concentric circles. 

Our results can also be applied to other similar transport 
processes, such as spraying, painting, and atomization of fuel 
for combustion. 
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Transient Response of Parallel and Counterflow Heat 
Exchangers 

W. Roetzel1 and Y. Xuan1 

Nomenclature 
A = heat transfer surface area, m2 

C = thermal flow rate of fluids, W/K 
C = heat capacity, J/K 
h = heat transfer coefficient, W/(m2K) 

Ntu = number of transfer units 
t = dimensionless temperature 

T = dimensionless temperature corresponding to the La
place transform 

x = dimensionless distance 
T = time, s 

7̂  = dwell time of fluids in the heat exchanger, s 

Subscripts 
1, 2 = fluids 1 and 2 

w = core wall of the heat exchanger 

Theoretical Analysis 
The analysis of the transient behavior of shell and tube heat 

exchangers has been carried out by many researchers (Tan and 
Spinner, 1978; Romie, 1984,1985). Making some assumptions, 
Romie (1984) has derived governing equations to describe the 
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transient operat ion in the heat exchanger. Using s as the La
place transform variable with respect to z = T/rd l , one can 
readily find the temperature profiles of both fluids and the 
wall in the image-domain of the Laplace t ransform subject to 
the uniform initial conditions: t\ (x, 0) = t2 (x, 0) = t„ (x, 0) 
= 0: 

Tx{x, s) = Bl - ^ — exp(X,x)+£ 2 — ^ — exp(A2x) (1) 
A) — On A2 — f l u 

T2(x, s) = Bi exp(kix) + B2 exp(X2x) 

_ axTx + a2T2 
1 w — 

(2) 

(3) 
cti + a.2 + Rws 

where Bx and B2 are two unknown constants to be determined 
according to the inlet boundary conditions. The eigenvalues 
Xi and X2 are as follows: 

( f l n + fl22)± yichi -a22) +4ana2l 

au = 
a i M 

«21 : 

ai + 012 + RwS 

sign a!^V2 

-s-Ni, a12 = 
a2Ni 

a i + a2 + R„s 

a i + a2 + Rws 
a22 = sign 

a2N2 

«i + a2 + Rws 
-N2-RTs 

The other parameters existing in the above expressions are 
defined as follows: 

N,= 
{hAh 

C, 
iV2 

Ntui 
1 

{hA)2 

1 

c 2 K2 r</i 

(hAh (hA)i 
/C, 

N{N2R2 

NX+N2R2' 
sign = ± 

R = S1 = — R = , C H ' . 
C 2 7?c2 C\ + C2 

« i = 
JVi M 

a 2 = l + i ? c 2 i ? T ( l+ i ? c l ) 

The positive sign ( + ) and negative sign ( - ) of sign ( ± ) are 
valid for parallel and countercurrent flow, respectively. The 
shellside boundary condition is arbitrarily given: t\ (0, z) = f\ 
(z); the tubeside condition: t2 (0, z) = 0 for parallel flow and 
h (1» z) = 0 for countercurrent flow. Therefore, for parallel 
flow, T\ (x, s) and T2 (x, s) are derived: 

Ti(x,s) = 
X?. — Xi 

[(X2 - a, i)exp(X!x) - (X, - ax i)exp(X2x)] (4) 

T2{x> s) =
 ( X l g " ) ( X \ g l l ) F.^KexpCX,*) - exp(X2x)) (5) 

fll2(.A2 - A ! j 

For countercurrent flow: 

Ti(x> s)= 7^77 [ (X 2 -a i i )exp(X^) 

- ( X i - a n ) e x p ( X i - X 2 - X 2 j : ) ] (6) 

T , , (X 1 - a 1 1 ) (X 2 -g 1 1 )F i (^ ) r 
T2(x, 5 )= — [exp(X,x) 

al2G(s) 

- e x p ( X , - X 2 - X 2 x ) ] (7) 

where G(s) = [(X2 - flu) - (X! - a „ ) e x p ^ - X2)] andF, (5) 
is the transformed form of f\(z) in the image domain. 

Inverse Laplace Transform 

The inverse Laplace t ransform must be implemented from 
the above equations in the Laplace image domain to obtain 
the solutions to the original problem in the time domain. To 

obtain transient responses to an arbitrary inlet temperature 
change in a shell and tube heat exchanger, a numerical inversion 
method of the Laplace t ransform is used. This method orig
inates from Gaver (1966) and was further developed by Stehfest 
(1970). The algorithm is described as follows: 

^ ) = ^ S ^ In 2 

tfm = ( - l ) " 

min(m, MIT) s 
t = (m+l)/2 

/ tM / 2(2^)! 

(M/2-k)\k\(k-\)\(m-k)\{2k-m)\ 
(8) 

where M m u s t be even. The word " m i n " means that the num
ber of summed series terms will take the lower of m and 
M/2. The inverse Laplace t ransform is an ill-posed problem 
in the sense that a small change in the image function may 
give rise to a large change in the original function. Obviously, 
the accuracy of the inverse calculation depends on z and M 
besides the abovementioned dimensionless parameters . The
oretically, f{z) becomes more accurate with greater M. Prac
tically, however, a greater M may result in a false answer 
because of the rounding error. In fact, the absolute value of 
Km increases with M without limit, which reflects the un-
boundedness of the inverse Laplace operator (Stehfest, 1970). 
For a given form fi (z) and z, one should select the opt imum 
value of M so that the following condition is satisfied for any 
e > 0: 

\fm(.z)-fm(.z)\<e (9) 

where e is the required accuracy. /M\(Z) is the value of f(z) 
pertinent to the number Mi a n d / ^ z ) pertinent to M2. There 
exists no opt imum value of M that is fit for calculating tem
peratures at any time z and any position x. In fact, this value 
varies with z and x as well as some parameters such as Ntu ( , 
Rt, Rw, and RT. Normally, the maximum value of M i s limited 
to 24; otherwise the truncation error may be too great and the 
opt imum value of M lies in a small range 8 < M < 2 0 . The 
double precision arithmetic is recommended. 

With this algori thm, one can expect to obtain the responses 
to a given arbitrary inlet temperature change, which has no 
discontinuities or rapid oscillation. There may exist various 
forms of inlet temperature changes and the common inlet 
changes may adhere to step, r amp , exponential, and periodic 
types. To examine the method developed here, some examples 
have been calculated under the following chosen parameters: 
Rw = RT = 7?i = 1.0, Ni = N2 = 2 NtU). Two of these 
examples are illustrated in Figs. 1 and 2. Meanwhile, the results 
have shown that the energy balance between both fluids is 
precisely satisfied in the steady state, which demonstrates that 
the algorithm for numerically inverse Laplace t ransform can 
be applied to predicting transient response to an arbitrary inlet 
temperature change. One needs to pay attention to the com
puted results referring to small dimensionless times z < 1.0. 
The reason is the fact that there occur greater roundoff errors 
if z < 1.0. In fact, z < 1.0 means that the t i m e r of temperature 
propagat ion is smaller than the dwell time rdi of fluid 1 in the 
heat exchanger. The propagat ion front of the inlet temperature 
change has not reached bo th exits of the apparatus with parallel 
flow if RT > 1.0 or the exit of fluid 1 for countercurrent flow, 
due to the simplification that the heat conduction along the 
axial direction is neglected. According to such characteristics 
of the transient process, one can easily distinguish and elim
inate these errors. 

Compared with the finite-difference procedure (Romie, 
1984), the method presented in this note can be used to calculate 
directly the transient responses at arbitrary values of z and x, 
without performing many-step calculations pertinent to the 
selected time and space steps. Being different from other an-
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Fig. 1 Shellside exit temperature response lu to a step inlet temper
ature change in the parallel flow heat exchanger 

1—r 
8.0 10.0 12.0 

Fig. 2 Tubeside exit temperature response r2sto a sinusoidal inlet tem
perature change MO, z) = sin z in the counterflow heat exchanger 

alytical procedures (Romie, 1985; Tan and Spinner, 1978) that 
can only deal with the transient responses to a step input 
change, the abovementioned semi-analytical method can be 
applied to predicting the transient behavior subject to arbitrary 
inlet temperatures in shell and tube heat exchangers with par
allel or countercurrent flow. In fact, the input temperature 
perturbation often takes a complicated form rather than a 
simple step change. 
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Effect of Unbalanced Passes on Performance of Split-
Flow Exchangers 
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Nomenclature 

T, 

a = 

c 
C 
F 
J 

K 

L 
m2 

P 
R 
h 
ti 

T\ 
T2 

,TA 

U 
w 
W 
X 
A 

external surface area per unit length of tube pass, 
m2/m 
total heat transfer surface area of the heat ex
changer, m2 

specific heat of tube side fluid, J/(kg K) 
specific heat of shell side fluid, J/(kg K) 
LMTD correction factor 
parameter of Eq. (6) 
ratio of heat transfer coefficient times surface 
area of even and odd passes 
total length of the heat exchanger, m 
parameters of Eqs. (2) and (3), respectively 
thermal effectiveness = fo-fi)/(7i-'i) 
{wc)/(WQ = (Tx-T2)/(t2-h) 
tube inlet temperature, K 
tube outlet temperature, K 
shell inlet temperature, K 
shell outlet temperature, K 
shell side outlet temperature in left and right end 
of the exchanger, K 
overall heat transfer coefficient, W/(m2 K) 
mass rate of flow of tube side fluid, kg/s 
mass rate of flow of shell side fluid, kg/s 
parameter of Eq. (7) 
parameter of Eq. (5) 

Introduction 
In conventional exchangers some tube passes are in parallel 

flow and others in countercurrent flow with respect to the shell 
fluid. This leads to a reduction in the mean temperature dif
ference compared to the ideal value, which is the logarithmic 
mean temperature difference. In order to bring these two tem
perature differences closer, unbalanced tube passes are em
ployed in a multipass heat exchanger. When the shell fluid 
enters at the midpoint of the exchanger and splits equally on 
either side, the pressure drop is lowered to about 1/8 of the 
normal value. This is an advantage when process conditions 
have pressure drop constraints. For the split-flow exchanger, 
when the tube passes are unbalanced, the equation for thermal 
effectiveness is still not available. The aim in the.present study 
is to determine the benefits in making the tube passes unbal
anced for the split-flow exchanger having four tube passes. 

Design 
Figure 1 shows a schematic diagram of a split-flow exchanger 

having four tube passes. The temperature distribution is also 
shown. When all four tube passes have the same value for Ua, 
which is the product of the overall heat transfer coefficient 
and external surface area per unit length of tube pass, then 
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Fig. 1 Schematic diagram of a split-flow exchanger having four tube 
passes along with temperature distribution 

the exchanger is balanced. In the present situation this product 
is equal to Ua for the first and third passes. For the second 
and fourth passes it equals KUa. 

An expression for the thermal effectiveness of split-flow 
exchangers was derived by Jaw (1964). This expression holds 
when the exchanger is balanced. To obtain a similar expression 
when the tube passes are unbalanced, the approach is the same. 
The only alteration is by way of including K. Thermal effec
tiveness for an unbalanced split-flow exchanger having four 
tube passes is given by: 

0-1 0-2 0-3 0'5 0-81 

UA/wc 

5 6 8 10 

Fig. 2 Thermal effectiveness P versus number of transfer units UA/wc 
with K = 3 for different values of R 

Using Eq. (1), the thermal effectiveness P is plotted as a func
tion of number of transfer units UA/wc in Figs. 2, 3, 4, 5, 
and 6 with K = 3, 1, 0.75, 0.5, and 0.25, respectively. The 
values of 7? that are covered range between 0 and 10. In de
signing exchangers, the number of transfer units ranges from 
0.2 to 3 (Rohsenow et al., 1985). Comparing the curves for 
an unbalanced pass split-flow exchanger with balanced pass 

p = -
2 (K+ 1) 

wc 

~Ua 

where 

(mi-m2) (J-\) + mie (m2LI2) _ 
m2e (mji/2' 

e ( m 1 t / 2 _ e ( m 2 t / 2 ) 
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exchanger, it is observed that when K = 3 the exchanger does 
not perform as well as a balanced exchanger. However, when 
K is 0.75, there is an improvement in effectiveness over the 
balanced exchanger. When .AT = 0.5 the performance improves 
further and still better values of effectiveness are obtained for 
K = 0.25. Thus there is a progressive enhancement in per
formance of the split-flow exchanger for lower values of K 
below unity. When the bias is in favor of first and third pass 
compared to second and fourth, a more efficient exchanger 
results. On the contrary, if the second and fourth pass are 
given higher weight, then the performance drops. In a four-
pass parallel-counterflow exchanger better results are obtained 
when the second and fourth passes are characterized by KUa 
with the first and third passes having the value Ua, where K 
is greater than unity. 

The correction factor F is related to thermal effectiveness 
as follows: 

In 

F=-

\-P 

1-PR 

UA 

wc 

( i ? - l ) (9) 
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Fig. 4 Thermal effectiveness P versus number of transfer units UA/wc 
with K = 0.75 for different values of ft 

Let us now calculate the improvement in performance of the 
exchanger by setting K = 0.25. For UA/wc = 2, R = 0.4, P 
for the balanced pass exchanger with four tube passes (Fig. 3) 
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Fig. 5 Thermal effectiveness P versus number of transfer units UA/wc 
with K = 0.5 tor different values of ft 
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is 0.72. This gives F = 0.78. For K = 0.25, using Fig. 6, P 
- 0.78 and F = 0.95. This gives a 22 percent increase in the 
heat transfer. It is clear that arranging the passes as indicated 
will give favorable heat transfer characteristics. 

Conclusion 
The aim in the design of a multipass exchanger is to have 

proximity to countercurrent flow conditions to the maximum 
possible level. This requires arrangement of tube passes in a 
manner that makes the ratio of mean temperature difference 
to logarithmic mean temperature difference above about 0.7. 
In conventional exchangers better values of this ratio F are 
obtained when there is a bias in favor of countercurrent passes. 
The utility of having unbalanced passes in split-flow exchangers 
is thus the subject of this discussion. When K is greater than 
1, a split-flow exchanger having four tube passes is less efficient 
in comparison with the balanced exchanger. But when K is 
less than 1, the unbalanced exchanger gives better performance. 
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6 = nondimensional temperature 
H = viscosity 
v = kinematic viscosity 
p = density 

Subscripts 

a = 
B = 
H = 

/ = 
max = 

o = 
opt = 

r = 
T = 
X = 

air 
refers to channel average 
refers to uniform heat flux 
refers to left plate 
refers to maximum value 
refers to channel inlet 
refers to optimum 
refers to right plate 
refers to uniform wall temperature 
nondimensional axial coordinate 

Superscript 

= refers to average value 

Introduction 
In the past, considerable attention has been given to free 

convection between heated vertical parallel plates. This prob
lem is of considerable interest to engineers because of its ap
plication to electronic equipment cooling and solar energy. 
Several investigators (Elenbaas, 1942; Sparrow and Bahrami, 
1980; Wirtz and Stutzman, 1982; Azevedo and Sparrow, 1985; 
Sparrow and Azevedo, 1985; Webb and Hill, 1989) experi
mentally studied laminar free convection between parallel 
plates. Consideration was given to both symmetric and asym
metric heating. Also, other investigators (Aung et al., 1972; 
Aung, 1972; Bodoia and Osterle, 1962; Carpenter et al., 1976; 
Sparrow et al., 1984) studied this problem both experimentally 
and numerically. 

Some attempts have been made to optimize the spacing be
tween parallel plates in the past. Bodoia and Osterle (1962) 
analytically derived a criterion for an optimum plate spacing 
for which the heat dissipation is maximum. Levy (1971) ob
tained an optimum plate spacing by minimizing the temper
ature difference between the wall and inlet air temperature 
with respect to the plate spacing (B). The optimization function 
was obtained by making a global/lumped system type heat 
balance. The Nusselt number correlation developed by Bodoia 
and Osterle (1962) was used by Levy in his analysis and con
sideration was given to symmetrically heated channels sub
jected to a UWT condition. 

Bar-Cohen and Rohsenow (1984) proposed a technique for 
determining the optimum plate spacing between an array of 
parallel plates. Consideration was given to channels subjected 
to both UWT and UHF conditions. Also, both symmetric and 
asymmetric heating conditions were considered. For free con
vection heat transfer in parallel plate channels, the heat transfer 
coefficient for fully developed flow between two plates was 
the lower bound, and the heat transfer coefficient for a single 
plate was the upper bound. Using the heat transfer relations 
for the lower and upper bounds, a composite expression was 
obtained that was valid for convective heat transfer between 
the fully developed limit and the single plate limit. An opti
mization function was then obtained by developing a lumped 
system energy balance, and the heat transfer coefficient was 
represented by composite relations for both the UWT and UHF 
cases. An optimum plate spacing for different thermal con
figurations was obtained by maximizing the heat dissipation. 
Although Bar-Cohen and Rohsenow (1984) considered an ar
ray of plates, the composite relations for the heat transfer 
coefficients actually were based on a single-channel analysis. 
Thermal coupling between two adjacent channels as result of 
wall conduction was not considered. Kim et al. (1991) nu
merically studied free convection in channels formed by a series 

Journal of Heat Transfer MAY 1992, Vol. 114/515 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



is 0.72. This gives F = 0.78. For K = 0.25, using Fig. 6, P 
- 0.78 and F = 0.95. This gives a 22 percent increase in the 
heat transfer. It is clear that arranging the passes as indicated 
will give favorable heat transfer characteristics. 

Conclusion 
The aim in the design of a multipass exchanger is to have 

proximity to countercurrent flow conditions to the maximum 
possible level. This requires arrangement of tube passes in a 
manner that makes the ratio of mean temperature difference 
to logarithmic mean temperature difference above about 0.7. 
In conventional exchangers better values of this ratio F are 
obtained when there is a bias in favor of countercurrent passes. 
The utility of having unbalanced passes in split-flow exchangers 
is thus the subject of this discussion. When K is greater than 
1, a split-flow exchanger having four tube passes is less efficient 
in comparison with the balanced exchanger. But when K is 
less than 1, the unbalanced exchanger gives better performance. 

References 
Jaw, L., 1964, "Temperature Relations in Shell and Tube Exchangers Having 

One-Pass Split-Flow Shells," ASME JOURNAL OF HEAT TRANSFER, Vol. 86, pp. 
408-416. 

Rohsenow, W. M., Hartnett, J. P., and Ganic, E. N., 1985, Handbook of 
Heat Transfer Applications, 2nd ed., McGraw-Hill, New York, Chapter 4. 

The Effect of Plate Spacing on Free Convection Between 
Heated Parallel Plates 

N. K. Anand,1'4 S. H. Kim,2,4 and L. S. Fletcher3'4 

Nomenclature 
B 

Gr 
k 
L 

Nu 
P 
P 

Pr 
Q 

q' 
Q 
T 
u 
V 

U, V 
UWT 
UHF 

X 

y 
X, Y 

0 
7 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

channel width 
Grashof number 
thermal conductivity 
channel height 
Nusselt number 
dimensional pressure 
nondimensional pressure of air =(p-p0)L

2/pv2 

Prandtl number = \t,cp/K 
dimensional heat flux 
nondimensional heat flux 
nondimensional total surface heat rate 
dimensional temperature 
dimensional velocity in the axial direction 
dimensional velocity in the transverse direction 
nondimensional velocities: U=uL/v; V=vL/v 
uniform wall temperature 
uniform wall heat flux 
axial coordinate 
transverse coordinate 
nondimensional coordinates: X=x/L; Y=y/L 
thermal expansion coefficient 
asymmetric heating parameter 

'Associate Professor, Assoc. Mem. ASME. 
2Graduate Research Assistant. 
3Thomas A. Dietz Professor, Fellow ASME. 
"Department of Mechanical Engineering, Texas A&M University, College 

Station, Texas, 77843. 
Contributed by the Heat Transfer Division and presented at the ASME Winter 

Annual Meeting, Dallas, Texas, November 25-30, 1990. Manuscript received 
by the Heat Transfer Division November 1990; revision received December 1991. 
Keywords: Electronic Equipment, Numerical Methods, Solar Energy. 

6 = nondimensional temperature 
H = viscosity 
v = kinematic viscosity 
p = density 

Subscripts 

a = 
B = 
H = 

/ = 
max = 

o = 
opt = 

r = 
T = 
X = 

air 
refers to channel average 
refers to uniform heat flux 
refers to left plate 
refers to maximum value 
refers to channel inlet 
refers to optimum 
refers to right plate 
refers to uniform wall temperature 
nondimensional axial coordinate 

Superscript 

= refers to average value 

Introduction 
In the past, considerable attention has been given to free 

convection between heated vertical parallel plates. This prob
lem is of considerable interest to engineers because of its ap
plication to electronic equipment cooling and solar energy. 
Several investigators (Elenbaas, 1942; Sparrow and Bahrami, 
1980; Wirtz and Stutzman, 1982; Azevedo and Sparrow, 1985; 
Sparrow and Azevedo, 1985; Webb and Hill, 1989) experi
mentally studied laminar free convection between parallel 
plates. Consideration was given to both symmetric and asym
metric heating. Also, other investigators (Aung et al., 1972; 
Aung, 1972; Bodoia and Osterle, 1962; Carpenter et al., 1976; 
Sparrow et al., 1984) studied this problem both experimentally 
and numerically. 

Some attempts have been made to optimize the spacing be
tween parallel plates in the past. Bodoia and Osterle (1962) 
analytically derived a criterion for an optimum plate spacing 
for which the heat dissipation is maximum. Levy (1971) ob
tained an optimum plate spacing by minimizing the temper
ature difference between the wall and inlet air temperature 
with respect to the plate spacing (B). The optimization function 
was obtained by making a global/lumped system type heat 
balance. The Nusselt number correlation developed by Bodoia 
and Osterle (1962) was used by Levy in his analysis and con
sideration was given to symmetrically heated channels sub
jected to a UWT condition. 

Bar-Cohen and Rohsenow (1984) proposed a technique for 
determining the optimum plate spacing between an array of 
parallel plates. Consideration was given to channels subjected 
to both UWT and UHF conditions. Also, both symmetric and 
asymmetric heating conditions were considered. For free con
vection heat transfer in parallel plate channels, the heat transfer 
coefficient for fully developed flow between two plates was 
the lower bound, and the heat transfer coefficient for a single 
plate was the upper bound. Using the heat transfer relations 
for the lower and upper bounds, a composite expression was 
obtained that was valid for convective heat transfer between 
the fully developed limit and the single plate limit. An opti
mization function was then obtained by developing a lumped 
system energy balance, and the heat transfer coefficient was 
represented by composite relations for both the UWT and UHF 
cases. An optimum plate spacing for different thermal con
figurations was obtained by maximizing the heat dissipation. 
Although Bar-Cohen and Rohsenow (1984) considered an ar
ray of plates, the composite relations for the heat transfer 
coefficients actually were based on a single-channel analysis. 
Thermal coupling between two adjacent channels as result of 
wall conduction was not considered. Kim et al. (1991) nu
merically studied free convection in channels formed by a series 
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of parallel plates by taking into consideration the thermal 
coupling between two adjacent channels. 

Bar-Cohen and Rohsenow (1984) declared the B/L value 
corresponding to the maximum channel average Nusselt num
ber to be the maximum plate spacing for single channels. Com
posite expressions involving the single plate limit and the fully 
developed limit for single-channel Nusselt numbers were used, 
and the maximum B/L was determined by inspection. Most 
optimization studies reported in the literature used a lumped 
system type heat balance, and a heat transfer correlation known 
a priori was used to formulate the optimization functions. 
Also, the criteria used to determine the optimum plate spacing 
were not universal. 

The objective of this paper is to predict the optimum plate 
spacing for single channels by using the governing equations 
for a continuous system model. No heat transfer coefficient 
known a priori will be used in these calculations, but will be 
calculated as part of the solution. The scope of this work 
includes both UWT and UHF heating conditions, and calcu
lations are made for asymmetric heating parametric values (77-
or yH) of 0., 0.1, 0.5, and 1. In this work, consideration will 
be given to a Grashof number range of 10 to 105. 

Model Development and Solution Methodology 
Laminar flow of air with constant thermophysical properties 

between vertical parallel plates is considered. The Boussinesq 
approximation is invoked to confine the variation of air density 
to the buoyancy term in the axial momentum equation. The 
two-dimensional flow equations for air are based on the bound
ary layer approximations. Based on the aforementioned sim
plifying assumptions, the model equations in nondimensional 
form can be written as 

Con tin uity—A ir 

dU/dX+dV/dY=0 (l) 

Axial Momentum—Air 

U(dU/dX)+V(dU/dY) = -(dP/dX) + (d2U/dY2) + Gr8 (2) 

Energy—Air 

U(dd/dX)+V(dd/dY) = (d2d/dY2)(\/Yx) (3) 

where 

GiT=gP(T,- TJL1//, e = (T-T0)/(T,-T0) (UWT case) 

Gr„=! 7iL4/kv2, 6 = (T- T0)/qL/k (UHF case) 

yT=dr/9i (UWT case) and yH=qr/qi (UHF case) 

Basically, the model equations are the same as the ones em
ployed by Aung et al. (1972). However, in this work the plate-
spacing-to-channel-length ratio (B/L) has been made an in
dependent parameter by defining a Grashof number based on 
channel length (L). Conditions at the channel inlet (X=0) 
include P = 0, U=U0, V=0, and 0 = 0. At left ( 7=0) and right 
(Y=B/L) walls the no-slip condition ([/= V=0) was imposed. 
For the UWT case, B,= 1 at Y=Q and 6r = yT at Y=B/L. For 
the UHF condition, 36/dY= 1 at Y=0andd6/dY=yHat Y=B/ 
L. The resulting three coupled partial differential equations 
were solved by an implicit finite difference method. The so
lution procedure used in this work is similar to the one used 
in an earlier investigation (Kim et al., 1991). Air velocity at 
the channel entrance was estimated and calculations were 
marched to the channel exit. If the calculated pressure at the 
channel exit was equal to the ambient pressure, then calcu
lations were terminated. If not, the estimated value of the inlet 
velocity was altered until the solution converged within a tol
erance limit of 5 x 10~6. Grid independence was declared for 
each case when the maximum error in the heat balance was 
less than 2 percent for the UHF case. The grid size used for 
the UWT case was the same as that for the UHF case. Based 

on these studies, 195 nonuniform grid points with an expansion 
factor of 3 percent were used in the axial direction. In the 
transverse direction, a uniform grid spacing was adapted and 
varied from 51 to 151. In general, the number of grid points 
used in the transverse direction increased with increases in Gr 
and B/L. 

As stated earlier, the channel inlet velocity u0 is not known 
and must be determined as part of the solution. The pressure 
at the channel exit is p0 and pressure at the channel inlet is 
assumed to bep0'. From potential flow theory it is known that 
the dimensional pressure at the channel inlet is less than p0 

and is equal to -pi^Jl. However, the use of p0 at the channel 
inlet is a reasonable assumption based on the fact that the 
numerical prediction of Aung et al. (1972), using p0 at the 
channel inlet, compares within 5 percent of the experimental 
results of Webb and Hill (1989). The effect of inlet condition 
was studied in depth by Aihara (1973), and Chappidi and Eno 
(1990). It is clear from these two studies that inlet conditions 
affect the local Nusselt number and have insignificant impact 
on the average Nusselt number. It should be noted that the 
optimum plate spacing presented in this work is based on the 
channel average Nusselt number. 

Results and Discussion 

The impact of the presence of the opposing plate on the heat 
transfer at the left wall is studied by examining the variation 
of average Nusselt number for the left surface with B/L. The 
average Nusselt number for the left surface for both UWT and 
UHF cases is given by 

ldd f 'l 
G f̂ and Nu / iW= \ -

Figures 1(a) and 1(b) show the variation of average Nusselt 

Nu/r = dX (4) 

BO 20.0 

B / L 

Figure la: UWT CASE 

10.0 20.0 

B /L 

Figure l b : UHF CASE 

Fig. 1 Variation of average Nusselt number with plate spacing for the 
left plate 
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numbers for the UWT and UHF cases, respectively. Calcu
lations are presented for different values of Grashof numbers 
(Grrand GTH) and asymmetric heating parameters (77-and yH). 
As expected, for large values of plate spacing (B/L) the average 
Nusselt numbers for the left plate approach that for the single 
plate for both the UWT and UHF cases. It is evident from 
Fig. 1 that as B/L decreases, the average Nusselt number in
creases up to a point, and this is due to the "chimney effect." 
The impact of the "chimney effect" is higher at higher values 
of Gr and asymmetric heating parameter, 7. However, at lower 
values of B/L, Nu; decreases with a decrease in B/L. As the 
spacing between the plates is reduced, the thermal boundary 
layers on these plates begin to meet, resulting in fully developed 
heat transfer. As B/L decreases further, the entry length de
creases and the average Nu, approaches the fully developed 
limit. For_the UWT case for 77-= 1, Nu,,r approaches zero. 
However, Nu,i7- for yT< 1 approaches the corresponding fully 
developed limit, where the fully developed limit for 7 r < 1 is 
a nonzero finite value. 

For fixed values of Gr and B/L, Nu/ increases with increase 
in 7. This is because as 7 increases, the buoyancy force in
creases, resulting in an increased mass flow rate of air and 
heat transfer. However, at lower values of B/L, Nu, increases 
with a decrease in 7. The reason for the higher Nu, for y< 1 
is that the thermal entry length will be longer when compared 
to that for 7 = 1. 

The plate spacing (B/L) is an optimum value when the av
erage channel Nusselt number (NuB) based on the channel 
height is maximum. The average channel Nusselt numbers for 
the UWT and UHF cases are 

NUJI7-= tn , „ w „ and NU.B,//=-JF 
(9; + 0r)/2 (fl/+0r)/2 

where 

')= \ 6xdXanAQ= \ q'xdX 
•>o •'0 

(5) 

(6) 

Thus for the UWT case, the optimum plate spacing is declared 
when the total heat rate from the walls is a maximum. The 
plate spacing is said to be optimum for the UHF case when 
the average surface temperature of the channel walls is at a 
minimum. The variations of NuB with B/L for the UWT and 
UHF cases for different values of Gr and 7 are discussed in 
detail by Anand et al. (1990). The B/L value corresponding 
to the maximum value of NuB is defined as the optimum plate 
spacing ((B/L)opt), To begin with, three points in the neigh
borhood of the NuB peak were selected. If the relative differ
ence between any two of these three points was less than 10~6, 
then such a value of Nufl was determined to be maximum. If 
not, the region of three points was divided further until the 
aforementioned criterion was satisfied. 

The variation of optimum plate spacing with Gr for the 
UWT and UHF cases is shown in Figs. 2 and 3, respectively. 
In Figs. 2 and 3, (B/L)opt obtained in this study is compared 
with the maximum value of plate spacing obtained by Bar-
Cohen and Rohsenow (1984). Both the (B/L)opt and the max
imum plate spacing (Bar-Cohen and Rohsenow, 1984) were 
based on the same criterion, i.e., the spacing corresponding 
to the maximum average channel Nusselt number. However, 
the difference between the two results is attributed to the dif
ference in approach. The present work differs from the work 
of Bar-Cohen and Rohsenow (1984) in that (B/L)opt in this 
work was obtained by solving discrete/continuous model equa
tions. It should be noted that no heat transfer correlation 
known a priori was used in the present work; rather, the heat 
transfer coefficient was obtained as a part of the solution. 

Figures 2 and 3 indicate that (B/L)opt is a minimum for 
symmetric heating conditions (7=1). As 7 decreases to 0.5, 
the values for (B/L)opt increase and then decrease as 7 ap
proaches 0. This behavior can be explained by examining the 

c gg<T,-T„)L3 

Fig. 2 Optimum plate spacing for UWT case 

Fig. 3 Optimum plate spacing for UHF case 

air inlet velocity U0. Air inlet velocity for various parametric 
runs is presented elsewhere by the authors (Anand et al., 1990). 
Higher values of U0 reduce the thermal boundary layer thick
ness, resulting in smaller plate spacings. Also, highly asym
metric heating (7 = 0) leads to smaller plate spacing since the 
thickness of the thermal boundary layer on the one wall is 
zero. The inlet velocity of air (U0) for 7=1 and Gr= 105 is 
approximately twice that for 7 = 0, because U0 is proportional 
to the buoyancy force. The buoyancy force for 7= 1 is much 
greater when compared to the value for 7 = 0. However, for 
values of 0 < 7 < 1, the thermal boundary layers develop on 
both surfaces, and the buoyancy force is lower when compared 
to the case of 7 = 1, thus leading to a greater value for (B/ 
L)opt- From the design point of view, lower values of (B/L)opt 
are better. Thus, the worst scenario from the present study 
occurs at 7 = 0.5. Finally, it can be concluded that the (B/L)opt 
is a weak function of the asymmetric heating parameters. Cal
culations in this study are limited to Gr<105. The CPU re
sources required to achieve convergence for Gr> 105 were not 
available for this study. Nevertheless, from Figs. 2 and 3 it is 
clear that (B/L)opt decreases with increase in Gr; hence, (B/ 
L)opt for Gr> 105 will be less than for Gr= 105. The (B/L)opt 
values for Gr>105 have not been determined, but 
(B/L)opt for Gr= 105 may be considered the upper bound for 
all values of Gr>105. 
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Introduction 
Current developments in high-power electronics and other 

energy-intensive applications have accentuated the need for 
higher performance heat transfer. Nucleate boiling heat trans
fer is one of the most effective modes of heat transfer, with 
pool boiling being perhaps the simplest type of passive two-
phase cooling. Unfortunately, the maximum heat flux attain
able in nucleate pool boiling is limited by the relatively low 
critical heat flux at the onset of film boiling. Several methods 
have been suggested to enhance the critical heat flux. In par
ticular, Costello et al. (1965) showed that the critical heat flux 
in saturated pool boiling could be enhanced by simply increas
ing the width of the pool while maintaining a fixed heater size. 
When the pool area is larger than the heater area, induced 
convective currents sweep over the heater, increasing the crit
ical heat flux. Similar observations were reported by Lienhard 
and Keeling (1970). Additionally, the immersion depth of the 
heater has been seen to have a small effect on the critical heat 
flux as reported by Westwater (1986). 

Elkassabgi and Lienhard (1987) examined the combined ef
fects of immersion depth and pool size on the critical heat flux 
for a small-diameter horizontal cylinder in saturated pool boil
ing. In their apparatus, the heated cylinder was mounted hor
izontally in a methanol-filled cavity parallel to and midway 
between two parallel plates or sidewalls. The authors noted 
that for sufficiently wide sidewall separations there is no effect 
from immersion depth, or from further increase in the sidewall 
separation, on the critical heat flux. When the sidewalls are 
closer, both the immersion depth and the sidewall separation 
influence the critical heat flux, and these influences are inter
dependent. For a specific sidewall spacing, the critical heat 
flux increases with immersion depth and approaches a maxi
mum value that depends on the particular sidewall spacing. 
The increase with immersion depth is greater when the sidewalls 
are closely spaced and tends to disappear for very wide spacing. 

No similar study for flat plate heaters appears in the liter
ature. While as noted above the effect of heater size and im
mersion depth have been studied independently, no systematic 
investigation of the combined effects has been conducted pre
viously. This paper presents the results of such a study. 

Experimental Apparatus and Procedure 
This investigation was carried out at the Energy Systems 

Laboratory of the Georgia Institute of Technology using an 
experimental apparatus originally designed for spray cooling. 
The apparatus, illustrated in Fig. 1, consists of a heated copper 
bar with a cylindrical base 22.5 cm high and 10.2 cm in di
ameter. The top of the bar is machined into a truncated cone 
4.3 cm high ending with a 1.5-cm-dia cylindrical tip 3.7 cm 
long. The 1.5-cm-dia tip is the heat transfer surface and is 
nickel plated to control corrosion or erosion. The copper cyl
inder is electrically heated with four resistance elements rated 
up to 2800 W in combination. The tip temperature is controlled 
by an electronic module, which, in this application, functions 
essentially as an overtemperature shut off. 

The heated cylinder is surrounded by mineral fiber and en
closed in a box made of waterproof insulating board to min
imize energy losses to the ambient. A PTFE splash shield seals 
the tip preventing water from leaking into the insulated box. 
The PTFE shield was fabricated to provide a snug fit by drilling 
an undersized hole, which was burnished before being pressed 
over the tip. The boiling pool is contained in a glass tube 
mounted on the splash shield. 

The data acquisition system consists of a personal computer, 
a data acquisition and control board, a submultiplexer board 
that accepts thermocouple inputs, twelve fine-gage K-type ther
mocouples, and a customized data acquisition program. Per
tinent thermocouple locations are shown in Fig. 2. The heat 
flux is calculated using the familiar conduction formula: 
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Introduction 
Current developments in high-power electronics and other 

energy-intensive applications have accentuated the need for 
higher performance heat transfer. Nucleate boiling heat trans
fer is one of the most effective modes of heat transfer, with 
pool boiling being perhaps the simplest type of passive two-
phase cooling. Unfortunately, the maximum heat flux attain
able in nucleate pool boiling is limited by the relatively low 
critical heat flux at the onset of film boiling. Several methods 
have been suggested to enhance the critical heat flux. In par
ticular, Costello et al. (1965) showed that the critical heat flux 
in saturated pool boiling could be enhanced by simply increas
ing the width of the pool while maintaining a fixed heater size. 
When the pool area is larger than the heater area, induced 
convective currents sweep over the heater, increasing the crit
ical heat flux. Similar observations were reported by Lienhard 
and Keeling (1970). Additionally, the immersion depth of the 
heater has been seen to have a small effect on the critical heat 
flux as reported by Westwater (1986). 

Elkassabgi and Lienhard (1987) examined the combined ef
fects of immersion depth and pool size on the critical heat flux 
for a small-diameter horizontal cylinder in saturated pool boil
ing. In their apparatus, the heated cylinder was mounted hor
izontally in a methanol-filled cavity parallel to and midway 
between two parallel plates or sidewalls. The authors noted 
that for sufficiently wide sidewall separations there is no effect 
from immersion depth, or from further increase in the sidewall 
separation, on the critical heat flux. When the sidewalls are 
closer, both the immersion depth and the sidewall separation 
influence the critical heat flux, and these influences are inter
dependent. For a specific sidewall spacing, the critical heat 
flux increases with immersion depth and approaches a maxi
mum value that depends on the particular sidewall spacing. 
The increase with immersion depth is greater when the sidewalls 
are closely spaced and tends to disappear for very wide spacing. 

No similar study for flat plate heaters appears in the liter
ature. While as noted above the effect of heater size and im
mersion depth have been studied independently, no systematic 
investigation of the combined effects has been conducted pre
viously. This paper presents the results of such a study. 

Experimental Apparatus and Procedure 
This investigation was carried out at the Energy Systems 

Laboratory of the Georgia Institute of Technology using an 
experimental apparatus originally designed for spray cooling. 
The apparatus, illustrated in Fig. 1, consists of a heated copper 
bar with a cylindrical base 22.5 cm high and 10.2 cm in di
ameter. The top of the bar is machined into a truncated cone 
4.3 cm high ending with a 1.5-cm-dia cylindrical tip 3.7 cm 
long. The 1.5-cm-dia tip is the heat transfer surface and is 
nickel plated to control corrosion or erosion. The copper cyl
inder is electrically heated with four resistance elements rated 
up to 2800 W in combination. The tip temperature is controlled 
by an electronic module, which, in this application, functions 
essentially as an overtemperature shut off. 

The heated cylinder is surrounded by mineral fiber and en
closed in a box made of waterproof insulating board to min
imize energy losses to the ambient. A PTFE splash shield seals 
the tip preventing water from leaking into the insulated box. 
The PTFE shield was fabricated to provide a snug fit by drilling 
an undersized hole, which was burnished before being pressed 
over the tip. The boiling pool is contained in a glass tube 
mounted on the splash shield. 

The data acquisition system consists of a personal computer, 
a data acquisition and control board, a submultiplexer board 
that accepts thermocouple inputs, twelve fine-gage K-type ther
mocouples, and a customized data acquisition program. Per
tinent thermocouple locations are shown in Fig. 2. The heat 
flux is calculated using the familiar conduction formula: 
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9"=(Ar12*fcCu)/L1; (i) 

Fig. 1 Schematic ot the high flux heat transfer apparatus with the 
following major components: (1) heated copper cylinder, (2) electric re
sistance heater, one of four, (3) splash shield, (4) water resistant enclo
sure, (5) bulk insulation 

0.318cm 
Position 2 

Fig. 2 Detail of the tip of the heated cylinder showing the two ther
mocouple positions used to determine the heat flux and to extrapolate 
the tip temperature 

where ATn is the temperature difference between thermocou
ple positions one and two, kCa is the thermal conductivity of 
copper, and Li2 is the distance between thermocouple positions 
one and two (1.27 cm). Position one is located 1.588 cm below 
the tip, while position two is located 0.318 cm below the tip. 
Each position has three thermocouples, and the three tem
peratures are averaged to give the temperature for that posi
tion. The tip temperature can be extrapolated from the 
measured temperatures, but this value was not an object of 
attention in the present investigation. The fourth hole at po
sition one is occupied by a thermocouple used as the sensor 
by the electronic temperature controller. The estimated error 
in the heat flux calculation, from error propagation analysis, 
is 3.6 percent (Bockwoldt, 1990). This analysis was confirmed 
by two quasi-steady-state heat balance tests, which showed 
discrepancies of 0.5 and 4.8 percent between the energy input 
to the system and the energy output (including losses to the 
ambient). Therefore, both analysis and experiment indicate 
that the expected error in the heat flux measurements should 
be less than 5 percent. 

Fifty-four experimental observations of the critical heat flux 
were made for five borosilicate glass tubes having inner di
ameters of 1.6, 3.0, 4.7, 7.5, and 14.4 cm. The outer edges of 
the glass tubes were sealed to the PTFE splash shield with 
silicone marine sealant and allowed to cure for 24 hours. Sil
icone rubber is stable in boiling water and served as a suitable 
sealant for this purpose. To begin an observation, the heated 
tip was immersed in a small amount of degassed and distilled 
water, and the surface was then heated to approximately 105 °C 
to allow the water to reach saturation temperature. Once sat
urated conditions were reached, degassed and distilled water 
at saturation temperature was added to give the desired im
mersion depth for the experiment, and the temperature set 
point on the electronic controller was reprogrammed to 200°C. 
This value is well above the temperature expected at the critical 
heat flux, about 120°C to 130°C, but low enough to protect 
the apparatus. The autotransformer supplying the heaters was 
adjusted to deliver a moderate power of approximately 700 W 
so that the temperature of the cylinder would increase only 
slowly until burnout occurred. Since the cylinder heated up 
only gradually, nearly steady-state heat rates and temperatures 
prevail at any instant until the critical heat flux is reached. 
The cylinder tip heats up rapidly at the crisis, and the controller 
will respond almost immediately to the rapid rise in temper
ature by de-energizing the heaters. As the cylinder was heated, 
the immersion depth was maintained manually by adding sat
urated makeup water when needed. The immersion depths were 
measured only after burnout when vigorous boiling had sub
sided. 

The heat transfer surface was not cleaned during this in
vestigation because surface cleaning initially depresses the ef
fectiveness of boiling. Performance returns gradually as the 
surface is used. Cleaning the surface between experimental runs 
also was not practicable because of the time required for the 
sealant to cure after the boiling tube was replaced. Our pro
cedure was to clean the heated surface initially with acetone 
and commercial detergents and then allow it to age through 
nine repeated runs during which the critical heat flux increased 
by one-third before reaching a steady asymptotic value. The 
reported data were all taken in this aged condition. To preserve 
the heated surface, it was kept immersed in distilled water 
between experiments. 

As verified by probing the fluid with a manually scanned 
thermocouple, the vigorous boiling at the tip was sufficient to 
keep the liquid well mixed and saturated in all the pools except 
the 14.4 cm tube. Between 3 and 6°C of subcooling was initially 
present in the largest tube. In order to overcome this subcooling 
problem, the 14.4 cm tube was wrapped in mineral fiber in-
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Fig. 3 The variation of the dimensionless critical heat flux (qZrlqZ,-ini) 
with dimensionless immersion depth {Hid) for a series of water-filled 
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sulation, and the experiments were repeated. Insulation alone 
was insufficient to overcome the subcooling entirely, but only 
1 to 2°C of subcooling remained. Available data on burnout 
during subcooled boiling from Elkassabgi and Lienhard (1988) 
suggest that the critical heat flux is linearly dependent upon 
the degree of subcooling. Applying this principle to data for 
two different levels of subcooling allows us to extrapolate the 
critical heat flux to saturated conditions. This procedure yields 
an extrapolated asymptotic maximum critical heat flux of 2.27 
MW/m for the 14.4 cm tube. This maximum heat flux for 
the largest tube our experiment could accommodate is the best 
available estimate of the limiting value for an infinite pool. 

Experimental Results 
Three different flow regimes were observed for the vapor 

rising above the heater. In the smallest tube, 1.6 cm diameter, 
which was only slightly larger than the 1.5-cm-dia heated sur
face, the steam exhibited chugging or slug flow. The steam 
was in nearly constant contact with the tube wall in the form 
of vapor slugs competing for space with the water above the 
heater. The other two flow regimes may be characterized as 
"interactive" and "noninteractive." In the noninteractive re
gime, a steady train of bubbles rises from the heater to the 
surface without touching the tube wall. These bubbles drive a 
roughly toroidal flow in the liquid. The interactive flow regime 
occurs when the depth is large compared to the diameter. As 
the pool is made deeper, the almost symmetric toroidal flow 
becomes unstable, and portions of the flow grow in size and 
sweep entirely across the heater. This forces the relatively long 
train of bubbles or stream of vapor to attach to the tube wall, 
and the location of the attachments shifts unpredictably as 
different sectors of the circulation grow and decline. The larg
est tube exhibited noninteractive flows for all immersion depths, 
while the intermediate diameter tubes only experienced the 
noninteractive flow when the immersion depths were small. 

Figure 3 shows the experimental data and the regression 
lines of the form: 

q£/qZ-W=Ai/(A2?xp(A3(A4-H/d)) + l)+As (2) 

where H/d is the dimensionless immersion depth and q"r~mf 
is the postulated limiting heat flux into an infinite pool as 
estimated by the data for the 14.4 cm tube. Each of the five 
regression lines has rms deviations of less than 3 percent. The 
five A, parameters were determined using a nonlinear least-
squares fitting routine from Bevington (1969). The values for 
the parameters are available from Bockwoldt (1990). The data 

shown for the 14.4 cm tube have been adjusted to correct for 
the influence of subcooling during the test. The sigmoidal 
functional form was selected because it has the appropriate 
shape to represent the transition to a limiting asymptotic max
imum, q"r,max< as the immersion depth increases for a fixed 
diameter. Each curve represents the dependence on immersion 
depth for an individual tube very accurately, and as a group, 
the curves closely reproduce the influence of pool diameter as 
well. Since there is no unified physical model to describe both 
influences, no attempt was made to generate a single surface 
that represents all diameters and depths together since it is not 
clear that such a surface would be more useful than the family 
of curves given here. 

As a group, the curves show a monotonic increase in q"r 

with tube size with one exception. The curve for the smallest 
tube does cross over the lines for two of the larger tubes, but 
only at intermediate immersion depths. This is probably be
cause of a fundamental difference in flow regimes. For the 
larger tubes, even though the details of the flow varied, the 
principal mode of enhancement always induced roughly to
roidal recirculating flows from the sides. Such flows are never 
very important for the smallest tube, which is hardly larger 
than the heater. Instead, a slugging flow prevails in the smallest 
tube, and when the water is shallow, vapor bubbles can lift 
and hold the entire column of liquid, starving the surface and 
promoting burnout. When the liquid is deeper, the vapor bub
ble elongates to escape and the liquid column collapses, im
pacting the surface with strong induced currents. This 
complicated pattern that washes the surface forcefully in
creases abruptly as the dimensionless depth reaches about 5:1, 
but little further increase is seen since it is impossible for the 
toroidal recirculating flows to form in the small tube. Inter
estingly, in the intermediate range of immersion depths, the 
smallest tube actually outperforms tubes more than three times 
larger because of the strong agitation as elevated columns of 
liquid fall on the surface. The two regimes of flow, slugging 
flow probably dominated by surface tension effects at smaller 
pool diameters, and recirculating flow dominated by viscous 
effects at larger diameters, further discourage attempting a 
unified model. Despite these complications, the overall be
havior for every tube is an increase in the critical heat flux 
from a minimum at shallow immersion to an asymptotic max
imum at greater depth. Even the smallest tube follows this 
trend, albeit with a steeper initial increase. Of equal signifi
cance, the critical heat flux increases monotonically with in
creasing pool diameter except for that part of the immersion 
depth range of the smallest tube where the abrupt increase in 
critical flux with immersion depth during slugging flow is 
unique. 

For all the tubes studied, the critical heat flux approaches 
an asymptotic maximum as the immersion depth increases. 
Over the size range in this investigation, the increase is linear 
with increasing pool diameter, as given by the following regres
sion equation: 

q"r,max'q"r-m}= 0.025(D/d) + 0.766 

for 1.04<Z>/tf<9.62 

(3) 

whereD is the tube inner diameter and dis the heater diameter. 
Equation (3) accounts for more than 99 percent of the variation 
in the data set, which is conclusively supportive of the linear 
relationship at smaller diameters; however, the linear relation 
must give way to an asymptotic trend at very large diameters. 

Discussion and Conclusions 
The data from the current investigation follow the same 

general trends as Lienhard and Elkassabgi's data for similar 
experiments with small heated cylinders. Both sets of data show 
similar trends with respect to increasing immersion depth and 
pool size. Lienhard and Elkassabgi also found a linear rela-
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tionship between the sidewall separation and the maximum 
critical heat flux. They examined sidewall separations from 
2.46 to 14.76 times the diameter of their horizontal cylindrical 
heaters, while this investigation examined pool diameters from 
1.04 to 9.60 times the diameter of the flat plate heater. Lienhard 
and Elkassabgi expressed doubt that the linear dependence of 
the critical heat flux would persist down to a sidewall separation 
equal to the heater diameter; however, in this experiment, the 
linear relationship between maximum critical flux and pool 
diameter at deep immersion depths prevails over the entire 
range of pool sizes examined. 

Because our apparatus limits the largest experimental di
ameter ratio and because it was not possible to maintain our 
largest bath precisely saturated, we did not determine the "in
finite pool" critical heat flux for this geometry directly. How
ever, since the critical heat flux curve for the 14.4 cm tube is 
already nearly flat, it must be close to the limiting value for 
an infinite pool with this geometry, and the minimal extrap
olation necessary to estimate saturation conditions should also 
be reliable. 

The experimental data strongly suggest that immersion depth 
and pool diameter do affect the critical heat flux in circular 
flat plate geometries. Furthermore, one can significantly en
hance the critical heat flux, by as much as 25 percent for just 
the smaller tubes in the current investigation, by simply in
creasing the diameter and depth of the pool and allowing 
induced convective currents to sweep over the heater. Slugging 
flow causes an abrupt increase in the critical heat flux with 
immersion depth when the pool diameter is nearly equal to the 
heater diameter, but when the pool is as little as twice the 
heater diameter, induced recirculating flows increase the crit
ical heat flux smoothly as the depth of the liquid is increased. 
Also, when the tube diameter is much larger than the heater 
diameter, the immersion depth has little effect on the critical 
heat flux. For intermediate pool sizes, a pronounced and steady 
increase was observed as the immersion depth was increased, 
with up to 30 cm of water being required to reach the maximum 
critical heat flux for the midrange of tube sizes. 

While little theoretical justification is available at present, 
the observational evidence is clear that increasing the pool 
diameter and/or the immersion depth can enhance the heat 
transfer within limits. The enhancement is accentuated when 
the pool diameter and/or immersion depth are initially so small 
that the induced convective cells are constricted. Then, in
creasing the immersion depth or pool diameter promotes more 
vigorous convection unimpeded by the confining effects of the 
walls and the free surface or by the viscous effects of the walls. 
It also appears that interactions between the escaping steam 
and the tube wall play a role in the immersion depth effects 
observed. In most cases critical heat flux increased most strongly 
with increasing immersion depth only after the steam column 
began to interact with the tube wall. This occurred when the 
immersion depth was a few times larger than the diameter of 
the tube. Once the surrounding liquid volume is large enough, 
the walls and free surface do not significantly confine the 
convective cells and there will be no further appreciable in
crease in the critical heat flux with continued extension of the 
free volume. This limiting, "infinite pool" condition has also 
been observed by Lienhard and Elkassabgi for the cylindrical 
geometry. 
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Melt: Influence of Prandtl and Rayleigh Numbers 
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1 Introduction 
The analysis of the melting process of a pure material from 

an isothermal vertical wall has motivated a significant number 
of experimental and numerical studies in the last ten years. 
When the only external field is gravity and if no capillary or 
solutal effects have to be taken into account, the melting proc
ess is controlled by thermally induced natural convection in 
the liquid phase (see the review by Viskanta, 1985). 

Most of the available experimental and numerical results 
have been obtained for the melting of phase-change materials 
(PCMs) with a high Prandtl number liquid phase; experiments 
were performed with pure organic PCMs (Pr ~ 50) that have 
well-known physical properties and allow precise measure
ments of the temperature field and interface position. Since 
the first attempt to solve numerically the complete set of equa
tions by Sparrow et al. (1977), numerical simulations of a 
melting isothermal solid have been successfully compared to 
experimental data (Ho and Viskanta, 1984; Benard et al., 1985). 
Recently a comprehensive scaling analysis of the problem has 
been presented by Jany and Bejan (1988). 

Detailed experimental results concerning melting of PCMs 
with a low Prandtl number (metals) have appeared only re
cently and comparisons with numerical solutions (Webb and 
Viskanta, 1986; Lacroix, 1989; Benard and Gobin, 1989) show 
qualitative agreement, but the influence of the governing pa
rameters on the kinetics of the melting process has not been 
clearly analyzed. The purpose of this paper is to provide results 
on the heat transfer characteristics of the system over a wide 
range of Ra and Pr numbers in the low Pr domain. 

2 Problem Definition and Solution Procedure 
A two-dimensional rectangular enclosure (height H, width 

L) is filled with a pure metal initially in the solid phase at the 
fusion temperature T0 = 7>. At time t = 0, the temperature 
of one vertical wall is raised at T\ > 7>, while the opposite 
wall is maintained at T0 (no heat conduction in the solid phase). 
When melting proceeds in the enclosure, natural convection 
develops in the melt, causing heat transfer at the interface to 
be nonuniform, and the melting front moves faster at the top 
of the cavity. The coupled problem to be solved is described 
by the set of equations governing natural convection in the 
nonrectangular liquid domain and by the local energy balance 
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tionship between the sidewall separation and the maximum 
critical heat flux. They examined sidewall separations from 
2.46 to 14.76 times the diameter of their horizontal cylindrical 
heaters, while this investigation examined pool diameters from 
1.04 to 9.60 times the diameter of the flat plate heater. Lienhard 
and Elkassabgi expressed doubt that the linear dependence of 
the critical heat flux would persist down to a sidewall separation 
equal to the heater diameter; however, in this experiment, the 
linear relationship between maximum critical flux and pool 
diameter at deep immersion depths prevails over the entire 
range of pool sizes examined. 

Because our apparatus limits the largest experimental di
ameter ratio and because it was not possible to maintain our 
largest bath precisely saturated, we did not determine the "in
finite pool" critical heat flux for this geometry directly. How
ever, since the critical heat flux curve for the 14.4 cm tube is 
already nearly flat, it must be close to the limiting value for 
an infinite pool with this geometry, and the minimal extrap
olation necessary to estimate saturation conditions should also 
be reliable. 

The experimental data strongly suggest that immersion depth 
and pool diameter do affect the critical heat flux in circular 
flat plate geometries. Furthermore, one can significantly en
hance the critical heat flux, by as much as 25 percent for just 
the smaller tubes in the current investigation, by simply in
creasing the diameter and depth of the pool and allowing 
induced convective currents to sweep over the heater. Slugging 
flow causes an abrupt increase in the critical heat flux with 
immersion depth when the pool diameter is nearly equal to the 
heater diameter, but when the pool is as little as twice the 
heater diameter, induced recirculating flows increase the crit
ical heat flux smoothly as the depth of the liquid is increased. 
Also, when the tube diameter is much larger than the heater 
diameter, the immersion depth has little effect on the critical 
heat flux. For intermediate pool sizes, a pronounced and steady 
increase was observed as the immersion depth was increased, 
with up to 30 cm of water being required to reach the maximum 
critical heat flux for the midrange of tube sizes. 

While little theoretical justification is available at present, 
the observational evidence is clear that increasing the pool 
diameter and/or the immersion depth can enhance the heat 
transfer within limits. The enhancement is accentuated when 
the pool diameter and/or immersion depth are initially so small 
that the induced convective cells are constricted. Then, in
creasing the immersion depth or pool diameter promotes more 
vigorous convection unimpeded by the confining effects of the 
walls and the free surface or by the viscous effects of the walls. 
It also appears that interactions between the escaping steam 
and the tube wall play a role in the immersion depth effects 
observed. In most cases critical heat flux increased most strongly 
with increasing immersion depth only after the steam column 
began to interact with the tube wall. This occurred when the 
immersion depth was a few times larger than the diameter of 
the tube. Once the surrounding liquid volume is large enough, 
the walls and free surface do not significantly confine the 
convective cells and there will be no further appreciable in
crease in the critical heat flux with continued extension of the 
free volume. This limiting, "infinite pool" condition has also 
been observed by Lienhard and Elkassabgi for the cylindrical 
geometry. 
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1 Introduction 
The analysis of the melting process of a pure material from 

an isothermal vertical wall has motivated a significant number 
of experimental and numerical studies in the last ten years. 
When the only external field is gravity and if no capillary or 
solutal effects have to be taken into account, the melting proc
ess is controlled by thermally induced natural convection in 
the liquid phase (see the review by Viskanta, 1985). 

Most of the available experimental and numerical results 
have been obtained for the melting of phase-change materials 
(PCMs) with a high Prandtl number liquid phase; experiments 
were performed with pure organic PCMs (Pr ~ 50) that have 
well-known physical properties and allow precise measure
ments of the temperature field and interface position. Since 
the first attempt to solve numerically the complete set of equa
tions by Sparrow et al. (1977), numerical simulations of a 
melting isothermal solid have been successfully compared to 
experimental data (Ho and Viskanta, 1984; Benard et al., 1985). 
Recently a comprehensive scaling analysis of the problem has 
been presented by Jany and Bejan (1988). 

Detailed experimental results concerning melting of PCMs 
with a low Prandtl number (metals) have appeared only re
cently and comparisons with numerical solutions (Webb and 
Viskanta, 1986; Lacroix, 1989; Benard and Gobin, 1989) show 
qualitative agreement, but the influence of the governing pa
rameters on the kinetics of the melting process has not been 
clearly analyzed. The purpose of this paper is to provide results 
on the heat transfer characteristics of the system over a wide 
range of Ra and Pr numbers in the low Pr domain. 

2 Problem Definition and Solution Procedure 
A two-dimensional rectangular enclosure (height H, width 

L) is filled with a pure metal initially in the solid phase at the 
fusion temperature T0 = 7>. At time t = 0, the temperature 
of one vertical wall is raised at T\ > 7>, while the opposite 
wall is maintained at T0 (no heat conduction in the solid phase). 
When melting proceeds in the enclosure, natural convection 
develops in the melt, causing heat transfer at the interface to 
be nonuniform, and the melting front moves faster at the top 
of the cavity. The coupled problem to be solved is described 
by the set of equations governing natural convection in the 
nonrectangular liquid domain and by the local energy balance 
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equation at the moving interface. The fluid flow is supposed 
to be laminar and the classical assumptions of Newtonian, 
incompressible fluid with the Boussinesq approximation are 
used. The density variation upon melting is neglected, the 
solid-liquid interface is assumed to be a smooth surface, and 
melting occurs at a fixed temperature 7>. 

The solution procedure uses a front tracking method based 
on the classical quasi-steady and quasi-stationary hypotheses, 
which allows us to immobilize the front to solve the fluid flow 
problem and the interface motion separately, and to look for 
a steady-state solution of the natural convection equations in 
the melt. 

Under the assumptions mentioned above, the complete set 
of equations is then: 

in the liquid cavity: 

Nusselt Number 

vv=o 
(V. v)V= V2V- VP+Gr^k 

( V „ V ) 0 = J_ v 2 0 
Pr 

at the interface, the energy balance equation: 

Vd'Tk=p* —. 
OT 

(1) 

(2) 

(3) 

(4) 

The variables are set in a dimensionless form using the height 
H of the enclosure and the kinematic viscosity v. The param
eters of the problem are Ste = CPAT/LF, Pr = v/ct, and Gr# 
= g^Tlf/v2. dc/dr (T = FoSte) is the local velocity of the 
melting front along n, the normal vector to the interface. 
Dirichlet thermal boundary conditions are taken on the vertical 
wall and at the interface, and the horizontal walls are adiabatic. 
In the liquid cavity, zero velocity dynamic boundary conditions 
are considered at the four walls. 

The system of nonlinear Eqs. (l)-(3) governing natural con
vection in the irregular liquid cavity is transformed using an 
algebraic transformation of coordinates (Faghri et al., 1984). 
This version of the numerical code is based on the method 
presented by Gadgil and Gobin (1984), including recent im
provements of the coordinate transformation (Manseur, 1988). 
The transformed equations are discretized on a square com
putational domain, using the hybrid differencing scheme (Pa-
tankar, 1980). The SIMPLE algorithm is used to solve the 
pressure-velocity coupling and the solution of the discretized 
equations is obtained with an ADI procedure. The coordinate 
transformation introduces the spatial derivatives of the di
mensionless interface position C(z) up to the third order and 
cross terms in the calculation of the heat fluxes at the surface 
of the control volumes, leading to a nine-point formulation. 

With the converged temperature and velocity fields in the 
fixed liquid domain, the local heat transfer is calculated at the 
interface. As the cold wall is considered to be at the fusion 
temperature, the melting front velocity is known explicitly. 
The melting rate is assumed to be constant during a given time 
step and a new position of the melting front is obtained, de
fining new coordinate transformation coefficients. 

The calculation is initialized with a rectangular cavity of 
width 8 and the corresponding time given by the Neumann 
solution of the one-dimensional Stefan problem. For a given 
Rayleigh number, this solution is relevant up to a maximum 
width 5 of the liquid cavity. In the absence of a criterion to 
determine this limit, a number of numerical calculations is 
rectangular enclosures have been performed for different as
pect ratios at a given Ra#. It was found that the pure con
duction solution was still accurate for an aspect ratio H/5 = 
8 at Ra# « 105, and H/8 = 12.5 at R&H » 106. 

The grid defined on the square computational domain is 
irregularly spaced in order to provide better resolution of the 
velocity and temperature gradients at the solid walls. Numerical 
tests concerning the 23 x 23 irregular grid used in our com-
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Fig. 1 Time evolution of the average Nusselt number at the interface; 
influence of the Rayleigh and Prandtl numbers; Ste = 0.01, A = 0.5: 

— pure conduction 
n RaPr = 2000, Pr = 0.02, Ra = 105 

o RaPr = 5000, Pr = 0.02, Ra = 2.5 x 105 

» RaPr = 5000, Pr = 0.05, Ra = 10s 

putations and a successful comparison with the experimental 
data on the melting of tin (Wolff and Viskanta, 1987) are 
presented elsewhere (Benard and Gobin, 1989). 

3 Heat Transfer Results and Discussion 
The purpose of this section is to correlate the heat transfer 

at the interface to the dimensionless parameters of the problem. 
Recent numerical studies in the Pr « 1 domain (Webb and 
Viskanta, 1986; Lacroix, 1989) have considered the influence 
of the Rayleigh number on the Nusselt number at the melting 
front at Pr = 0.021. A correlation of the classical form 

Nu = CRa£ (5) 
has been proposed for developed natural convection in the 
melt, with C = 0.157 and m = 0.262 (Lacroix) or 0.263 
(Webb). 

To the authors' knowledge, the influence of Pr is not doc
umented in the previous studies on melting of metals; this is 
the motivation of this study. In order to reduce the number 
of simulations, some parameters are kept constant: Ste = 0.01 
and A = 0.5. The order of magnitude of Pr is typically Pr = 
10 ~2 and Ra# is in the range 104-106. In a first set of simu
lations, Pr = 0.020 and Ra„ = 2.5 x 104, 105, 2.5 x 105, 
and 106. In the second set of calculations, Ra# = 105, and 
several values of Pr are considered (Pr = 0.01, 0.02, 0.05, 
and 0.10). 

The time evolution of the average Nusselt number at the 
interface is displayed on Fig. 1 for selected values of Ra and 
Pr, and compared to the analytical Neumann solution of the 
Stefan problem (approximately Nu = 1/V2r). It appears 
clearly on the figure that the initialization of the process and 
the choice of the fusion time steps give a good description of 
the initial conductive regime. Natural convection in the liquid 
phase progressively dominates the melting process and the Nu 
curve separates from the Neumann solution. After a transition 
period, Nu finally reaches a constant value. Figure 1 shows 
this evolution for three different sets of parameters: 

1 As expected, at a given Pr number (Pr = 0.02), the 
departure from the pure conduction solution occurs at earlier 
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Nusselt Number 

Fig. 2 Heat transfer correlations: Nu versus (RaPr); separate influence 
of Ra and Pr (Eq. (6)): 

—o— Pr = const (Pr = 0.02) 
• • • » • • • Ra = const (Ra = 10s) 

times, and the melting rate is more important, for higher Ra 
numbers. This behavior has been shown and commented in 
previous studies. 

2 At a given Rayleigh number (Ra# = 105), the calculations 
show a significant influence of the Pr number. Higher Prandtl 
numbers result in earlier onset of the convective regime and 
higher heat transfer. This influence is not taken into account 
in the correlations presented earlier, which considered the Ra 
number as the only independent parameter. 

3 Nu is more sensitive to the variations of Ra; as a con
sequence, the evolution is different for the same value of the 
dimensionless group RaPr (here, RaPr = 5000). 

If we refer to the scaling theory presented by Bejan (1984) 
for natural convection in rectangular enclosures at low Pr, and 
applied to melting processes by Jany and Bejan (1988), the 
influence of Pr on the Nusselt number in the fully developed 
convection regime should appear through the parameter (RaPr) 
since the scale for Nu is (RaPr)1/4. The results of the two sets 
of simulations (constant Pr = 0.02, constant Ra = 105) are 
plotted on a logarithmic scale on Fig. 2 as a function of (RaPr) 
in the range 500 to 20,000. The results show that, in the domain 
of Ra and Pr numbers considered in this study, the behavior 
of Nu cannot be described only by the parameter RaPr. Sep
arate influence of Pr and Ra appears through different ex
ponents in the following correlation: 

Nu = 0.29RaUZ7Pr° (6) 
which fits our numerical results_by less than 2 percent. For the 
particular case Pr = 0.02, the Nu-RaH correlation: 

Nu = 0.14Ra?j27 (7) 
is in very good agreement with the relation proposed by Webb 
or Lacroix (Eq. (5)) for a similar value of the Prandtl number 
(Pr = 0.021); the difference is less than 3 percent in the range 
104 < Ra < 10s. 

However, the relevance of the (RaPr) group in the analysis 
of this problem has to be considered more carefully. A plot 
of the time evolution of Nu normalized with the scale Ra0,27 

Pr018 shows that the transition from the initial conduction 
regime to the final convection regime is a direct function of 
the parameter (RaPr). Moreover, different simultions corre-
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Fig. 3 Time evolution of the average Nusselt number at the interface: 
Nu/Ra027 Pr018 as a function of T°-75(Ra.Pr)036 

o RaPr = 1000, Pr = 0.01 
D RaPr = 1926, Pr = 0.0157 
• RaPr = 2000, Pr = 0.02 
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sponding to the same value of RaPr (for Pr] ^ Pr2 and Ra! 
^ Ra2) present the same evolution. This is verified for RaPr 
= 2000 and RaPr = 5000. This result indicates that the tran
sient evolution in the transition regime depends on a new scale 
based on the dimensionless group (RaPr). A fit based on our 
numerical simulations for different values of Ra and Pr leads 
to scale the dimensionless time using T0,75 (RaPr)0,36. The time 
evolution of Nu using these scales is represented on Fig. 3 for 
RaPr ranging from 1000 to 10,000. It can be seen on the figure 
that the results cluster on a unique curve. 

The time evolution of the heat transfer at the interface may 
be described as follows: 

1 For small values of T (pure conduction regime), the Nus
selt number is given by Nuo = 1/\[2T. 

2 For high_values of T (convection regime) Nu reaches the 
constant value Nu<„ (Eq. (6)) (we assume that there is no contact 
with the cold wall). 

3 During the transition regime, the time scale of the Nu 
evolution is a function of RaPr. 

Those considerations may be used to propose a correlation 
for the Nu versus r evolution during the whole melting process, 
if the interface does not reach the cold wall. Use of the ca
nonical expression recommended by Churchill (1983) (refer
enced by Jany and Bejan, 1988) leads to the general expression: 

-1/2-1 

Nu(r) = Nu„ + Nu0 1 - 1 + 
1 

(c1(RaPr)'V)2 (8) 

which verifies Nu — Nu0 if T — 0 and Nu — Nu™ if 7 — °°, 
provided that n > 0. 

The three constants C\,m, and n have been determined from 
our numerical results using a classical multivariable conjugate 
gradient minimization method (routine ZXCGR of the IMSL 
library): C\ = \,m = 0.36, n = 0.75. The correlation resulting 
from Eq. (8) with these values is plotted on Fig. 4 and compared 
to the numerical results for different values of Ra and Pr. The 
excellent agreement shows the ability of relation (8) to represent 
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Fig. 4 Comparison of the numerical results with correlation (8): 
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the time evolution of the average Nusselt at the interface for 
the range Ra and Pr numbers considered in this study. 
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Solution of One- and Two-Phase Melting and 
Solidification Problems Imposed With Constant or 
Time-Variant Temperature and Flux Boundary 
Conditions 

4 Conclusion 
The problem of melting of an isothermal metal from a ver

tical wall is studied numerically and results concerning the heat 
transfer rate in the convection regime are presented for a range 
of Ra and Pr numbers, indicating a significant influence of 
the Pr number. The relevance of the dimensionless group (RaPr) 
for heat transfer correlations is not verified in the fully de
veloped convection regime, since the Prandtl and Rayleigh 
numbers appear with different exponents. It is shown, how
ever, that a scaling law, based on RaPr, may be used to describe 
the transition from the initial conduction regime to the final 
convection limit of the melting process. Finally a global cor
relation is given for the time evolution of the average heat 
transfer at the melting front. 

As a conclusion, the present study shows that further in
vestigation is required to determine the scaling laws for the 
melting problem in the low-Pr domain. The stability of such 
flows in deforming cavities is not clearly understood; studies 
concerning the onset of oscillatory convection due to three-
dimensional effects should be made possible by the develop
ment of vectorial computers (e.g., Chuan and Schreiber, 1990). 
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lution of solidification problems imposed with constant tem
perature conditions (Lightfoot, 1929). In this paper, a heat 
sink is postulated in association with a melting front while a 
heat source is with a freezing front. Then, as in the Lightfoot 
method, the original problems in two regions can be consol
idated into a single problem in one big domain, which is divided 
into two by the moving source or sink front. One temperature 
will then be derived, and whether it is in the solid or liquid 
region depends on the value of the position that is assigned in 
the temperature equation. Any boundary condition can be 
imposed, and the equivalent problem in the melting stage be
comes: 

Governing Equation: 

dT d2T a dR(t) „r 
R(t)], T(x, t), 0<x<oo 

Initial Condition: 

T(x, t0)=TQ(x, to) 

Boundary Conditions: 

T(0, t) = F{t) 

-kbTy=GW 
ox 

T(oo, /) = 0 

Interface Conditions: 

T(R(i),t)=Tm, 

R(t0)=0 

h<t (1) 

(2) 

(3a) 

(3b) 

(4) 

(5a) 

(56) 

where all notations have their usual meanings and 5[x-R(t)] 
denotes the Dirac delta function. The signs preceding this func
tion are used for freezing ( + ) and melting(-). 

In the premelt stage the temperature can be derived as 

T0(x, t) = 

Ja f' E( 
V 7 T J, = 0 (/-

E(S) 

s)1 exp 
x2 

4a(t-s) 

where 

E(s) = 

x F(s) 
2a t-s 
1 
k 

ds,0<t<t0 (6) 

(7a) 
G(s) 

(lb) 

for F(s) or G(s) imposed at the boundary. As defined, the 
upper time limit (/0) for this stage can be determined by solving 
the following two equations: 

F(t0) = Tm (8) 

when the temperature is imposed at the surface, and 

G(s) 

k 7rJJ=0 Vo-sf 
ds=Tm (9) 

when the heat flux is imposed at the surface. 
Two special cases are worthy of note. When F(0)> Tm^Q 

for a melting problem or F(0) < Tm ^ 0 for a freezing problem, 
the phase changes immediately upon imposition of the bound
ary conditions. Then the premelt stage does not exist; however, 
there are still two phases in the medium. Another case arises 
when T0(x,0) = Tm = 0, corresponding to a medium without 
superheating or subcooling. For this case, the phase changes 
immediately irrespective of the conditions imposed. Again the 

premelt stage does not exist; the problem, however, reduces 
to a one-phase problem. 

The equivalent problem can be solved by using Green's func
tion 

G(x, t\x', T) = 

1 

\2TOt(t—T) 
exp -

(x-x'f 
4a(t-r) ±exp 

(x+x')2 

4u(t-T) 
(10) 

where the plus and minus signs are to be used when the flux 
and temperature conditions are imposed at the boundary, re
spectively. The temperature can be derived as 

T(x, t)=T0(x, t-t0)+ T0(x', t0)G(x, t~-t0\x', 0) dx' 
•V =o 

±L ?'~'°dR(T+to) 

c J T = f l dr 
G(x,t-t0lR(T+t0),T)dT,t0<t (11) 

where the signs preceding the last term are to be taken such 
that freezing, relating to a heat source for front, is positive, 
and melting, relating to a heat sink, is negative. The first term 
on the right-hand side can be obtained by referring to Eq. (6) 
in which t is changed to t—10, and F(s) and G(s) are changed 
toF(5 ,+ /0) and G(s+t0), respectively; the other 5 in this equa
tion remain unchanged. 

Equation (11) can be used to derive a general solution as 
(Choi, 1991) 

T(x,t) T0(x,t) H(t-t0) ['-'°dR(T+t0) 
T 1 in 

where 

Ste J r = 0 dr 

xG(x,t-t0\R(T +10), T)dr (12) 

t>t0 ^'-'°>=J0 fc,^0 

Ste = 
cTm 

(13) 

(14) 

Here, with the use of the circumflexed Heaviside function given 
by Eq. (13), Eq. (12) holds for all time and for both one- and 
two-phase problems. 

Equation (12) can be used to determine the interface position 
by setting x to R(t) and T(R(t), t) to Tm as 

1 -
T0(R(t), t) 

Ste dr 

t-t0\R{T+t0),T)dT (15) 

where the plus and minus signs on the left-hand side are to be 
used for freezing and melting, respectively. 

Exact Solutions 

Nothing is compromised in the derivation above; the inter
face position given implicitly in Eq. (15) is exact but expressed 
in an integro-differential form. This equation can be used for 
tests for boundary conditions that might lead to an exact so
lution of the problem. Such tests are important because, in 
coordinate transformation, one often uses a square root re
lationship of time for the interface location in scaling the 
position coordinate if the medium is imposed with a temper
ature condition; on the other hand, a linear relationship of 
time is used if the medium is imposed with a flux condition. 
It is informative to test whether such relations exist exactly. 

The structure of the present solution turns out to be well 
suited for such tests. Since the boundary-condition effect has 
been confined to the left-hand side of Eq. (15) while the in
terface-position effect has been confined to the right-hand side 
of this same equation, one can use a variety of polynomials 
of t for the F, G, and R functions and introduce them into 
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Eq. (15) to relate the coefficients in the polynomials. As ex
pected, the exact solutions are impossible, other than a constant 
temperature condition imposed on the medium with uniform 
initial temperature; see Choi (1991). For other boundary con
ditions, the linear or square-root interface positions only exist 
approximately as shown numerically later. 

Numerical Solutions 
It is expected that, for a monotonic condition imposed at 

the boundary, (j) the interface position must be zero at time 
equal to t0; i.e., Eq. (5b); and (//) the interface position curve 
is monotonic and is a gradual function of time. Then if the 
entire time range is divided into small time intervals At, the 
dR(t)/dt in Eq. (15) can be treated as constant and removed 
from the integral in a local linearization process as 

1 
Ta{R(tN),tN) 

H(t-tp) 
Ste 2 

dR(t-) r'»-'<> 

dt 2^-wa{tN-t0-T) 

exp 
(R(tN)-R(T+tQ))2 

4a(tN-t0-r) 

±exp 
(R(tN)+R(T+t0)f 

Aa(tN-ta-r) 
dr (16) 

The interface position can be evaluated iteratively. 
For the Stefan problems, this local linearization will intro

duce errors at small time, which can certainly be reduced by 
taking small time intervals. At large time, since the interface 
position varies almost linearly with time for all Stefan prob
lems, the accurate terms in the summation in Eq. (16) rapidly 
outnumber the inaccurate terms to the extent that the present 
solution is always accurate at large time. Numerical results 
indicate that the interface positions calculated by this method 
are unique, convergent, accurate, and stable (Choi, 1991). As 
for the interface position at small time, one can estimate it by 
setting N in Eq. (16) to unity as 

T0{R{t{), U) 

T 

J_ 

"Ste 

-exp 

erf 
1 

± 2 
1-erf 

1 

2_ 
Foj 

erfc 
J_ /SSG 

= Ste \SSF 
(17) 

where Fo, represents the Fourier modulus for the first time 
interval, Foi = a (A/)i/i?2(/j), and SSF and SSG represent the 
braced expression when the temperature and flux conditions 
are imposed on the boundary, respectively. Charts for these 
functions for graphic determination oiR(t) are given in Fig. 
1. 

Results and Discussion 

Trends of Interface Position Curves. Aluminum has been 
used for all tests. Nine cases were tested for temperature con
ditions. For the results that follow, a small time interval of At 
= 0.05 s has been used; error is estimated to be less than 0.1 
percent. The conditions for these tests are summarized in Table 
1, and the results are plotted in dimensionless form in Fig. 2, 
where length, L, is taken to be 0.025 m. The following con
clusions may be drawn: 

1 By examining curves 1, 2, 3, and 5, it may be said that a 
step change of the surface temperature beyond the melting 
point results in a curvature of the interface-position curves at 
small time. At large time, the slope of the curves changes, 
which is related to how fast the surface temperature rises with 
time. 

2 A gradual rise of the surface temperature diminishes the 
curvature at small time; see curves 4 and 6. Such a trend holds 
for both one- and two-phase problems. It is also expected that 
a sensible heating prior to melting delays the phase change; 
see curves 7-9. However, the trends of these curves remain 
unchanged. More important, the interface positions for curves 
4 and 6-9 vary almost linearly with time, which suggests that 
an indiscriminate use of the square root relationship for the 

Table 1 Nine cases tested for temperature boundary conditions and 
seven cases tested for flux boundary conditions 
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fu'rve 
No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

U 

15 

16 

Boundary-Condition 

F(t) = 1000 (K) 

F(t) = 1000 + 5t 

F(t) - 1000 + 5t2 

F(t) = 932 + 40t 

F(t) = 1500 

F(t) = 932 + 40t 

F(t) = 732 + 40t 

F(t) = 732 + 8t2 

F(t) = 300 + 79t 

G(t) - 3x]06 (W/ltl2) 

G(t) " 3*106 + 

5*104t 

G(t) = 3x106 + 

SxloV 
G(t) - 6.39xl06 

S(t) - 6.39xl06 

G(t) = 6.39xl06 + 

2.83xl06t 

G(t) = 6.39xl06 + 

3.87«105tZ 

Phase-change 
T 1n K 

932 

932 

Number 
of Phases 

1 

2 

1 

2 

I n i t i a l T i n K 
and State 

932 
(solid at phase-

change temperature) 

300 
{subcooled 

solid) 

932 
(solid at phase-

change temperature) 

300 
(subcooled 

sol id) 

Remarks 

Step change of surface temperature 
at t = 0 

Same as 1 followed by a linear 
temperature rise with time 
Same as 1 followed by a quadratic 
temperature rise with time 
Surface temperature rises gradually 
and linearly with time. 
Step change of surface temperature 
at t = 0 
Step change of surface temperature 
to melting point and followed by a 
linear temperature rise with time 

Same as 6 except step change of 
temperature to a lower value 

Same as 7 except a quadratic 
temperature rise with time 

Surface temperature rises gradually 

anil lirwf^v wit:h t1'me-
Step input of heat at t = 0 

Same as 1 followed by a linear 
f lux rise with time 

Same as 1 followed by a quadratic 
f lux rise with time 

Same as 1 except a large step 
heat inDut. 

Same as 4 except the solid is 
subcooled, t = 5 sec 

Same as 5 followed by a linear 
f lux rise with time, tQ * 4 sec 

Same as 5 followed by a quadratic 
f lux rise with time, t f l = 3 sec 
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Fig. 1 SSF and SSG curves for determination of interface position of 
Stefan problems imposed with any temperature and flux conditions 
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Fig. 2 Trends of interface position of Stefan problems imposed with 
constant or time-variant temperature conditions 

interface position in scaling may be subject to error in coor
dinate transformation. 

Discussion of the trends due to temperature conditions is 
now complete; attention is now directed to the tests of heat 
flux conditions. Seven tests are made as listed in the same 
table; their results are plotted in Fig. 3. Trends of these curves 
are summarized as follows: 

1 By examining curves 10-12, it may be said that the flux 
conditions imposed at the boundary for time greater than zero 
have an effect of changing the slope of the position curves at 
large time. These curves may be considered as the counterparts 
of the curves 1 through 3 earlier. However, a large step input 
of heat at the boundary at time equal to zero tends to deflect 

0,6 M tO 12 

FOURIER MODULUS (at /L z ) 

Fig. 3 Trends of interface position of Stefan problems imposed with 
constant or time-variant heat flux conditions 

the curve to the extent that a curvature is now found in curve 
13 over a wide range of time (compare it with curve 10). 

2 A sensible heating prior to melting delays the onset of 
phase change; see curves 14-16. Again the slopes of these curves 
are consistent with the rate of heat input at the surface. It is 
noted that the G(t) functions chosen for these tests are de
signed so that the onset of melting occurs sequentially at 3, 4, 
and 5 seconds. As shown in the figure, the trends of these 
curves are independent of the onset time. On the other hand, 
curves 13 and 14 are for the same flux imposed on a medium 
with and without subcooling. There is a curvature in curve 13 
while curve 14 stays almost linear over a wide range of time. 
This suggests that the subcooling has an effect on the interface 
position. In general, the tests suggest that, for a moderate heat 
flux imposed on the boundary, the interface positions vary 
almost linearly with time. Using linear interface relations to 
scale the positions in the coordinate transformation is thus 
justified. 

A characteristic is found, however, in some position curves, 
namely, curves 6 and 8 in Fig. 2 and curves 14-16 in Fig. 3. 
They have small upward curvature at small time. This may be 
used to explain why there are different functional dependencies 
of the position curves at small time in the literature (Evans et 
al., 1950; Tao, 1979; Yao and Prusa, 1989). 

Comparison With Other Analytical Solutions in the Liter
ature. Use is made of the present method to test the accuracy 
of four analytical solutions developed in the literature. Curve 
1 in Table 1 is used to check the analytical solutions developed 
by Goodman (1964) (integral method (IM)) and Menning and 
Ozisik (1985) (coupled integral equations (CIE)). It is found 
that using a cubic temperature profile in IM yields an interface 
position that is as accurate as the CIE; errors are within 1 
percent. Next curve 2 in Table 1 is used for comparison of the 
Ozisik's CIE method; again the CIE results are good. For this 
case the largest deviation of the interface position is found at 
small time, where the error is 1.5 percent. It is noted that 
curves 1 and 2 have been shown earlier in Fig. 2. Since the 
errors in these methods are small, they are not replotted here. 

When the surface temperature changes rapidly with time (see 
curve 3 in Table 1), the accuracy of the CIE deteriorates rap
idly. As shown in Fig. 4, there is good agreement between the 
present method and the CIE at small time. However at large 
time of 20 s, the interface position of the CIE is in error by 
as much as 20 percent, and such error is expected to grow 
further with time. This completes the tests of the temperature 
conditions; attention is now directed toward the heat flux con
ditions as follows. 
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Fig. 4 Comparison of the present method with the method developed 
in the literature for the solution of Stefan problems imposed with rapidly 
varying temperature condition 
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Fig. 5 Comparison of the present method with the methods developed 
in the literature for the solution of Stefan problems imposed with con
stant flux condition 
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Fig. 6 Comparison of the present method with the methods developed 
in the literature for the solution of Stefan problems imposed with linear 
heat flux condition 

Use is made of curve 10 to test the Stefan problems imposed 
with a constant heat flux. As shown in Fig. 5, both the methods 
developed by Evans (1950) (power series (PS)) and Tao (1979) 
(complimentary error functions (CEF)) are accurate over a 
small time period of 1 s; however, at a slightly larger time 
of 2 s, their accuracy starts to deteriorate. Nevertheless, 
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Fig. 7 Comparison of the present method with the methods developed 
in the literature for the solution of Stefan problems imposed with quad
ratic heat flux condition 

Goodman's IM (1964) is still accurate over a wide range of 
time; the maximum error is only 1.3 percent at a large time of 
20 s. 

The same is true for a linear flux condition imposed at the 
boundary; see curve 11 and Fig. 6. Again Evan's PS method 
(1950) yields results that are as accurate as the present solution 
method at small time. It again fails at large time. However, 
Goodman's IM (1964) is still useful; the largest error is 3 
percent at a large time of 20 s. 

A different state of affairs is found, however, for a heat 
flux condition that varies rapidly with time. Using curve 12 in 
Table 1, it can be shown in Fig. 7 that, this time, even Good
man's IM (1964) fails to predict the interface position. Since 
the strength of the present method is its accuracy at large time, 
the observations made above that are related to the failure of 
those methods imposed with rapidly varying boundary con
ditions are general and applicable to materials of similar Stefan 
numbers. 

Concluding Remarks 
Some remarks are made to close this paper. It is a common 

notion that the source and sink method suffers from the con
straint that the properties of different phases must be equal. 
It has been reported in Yao and Prusa (1989) that the effect 
due to density change is small for the Stefan problems. In fact, 
one can still account for the property changes, if necessary, 
by using double layers of sources and sinks as did Kolodner 
(1956). The property changes can thus be accommodated. 
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The Pressure Melting of Ice Under a Body With 
Flat Base 

A. Bejan1 and P. A. Tyvand2 

Nomenclature 
A 
B 

F' 

h = 
Kf = 
k2 = 
L = 
P = 

Po = 
Pe = 

r = 
R = 

Re = 

Q = 
Qo = 
•V = 
T = 

Tm = 
T0 = 
% = 

V = 
x,y = 
AT = 

/* = 
S = 
P = 

( ), = 
( )/ = 

physical constant, Eq. (6) 
parameter, Eq. (9) 
force per unit length 
average excess pressure = F'/L 
thickness of liquid film, Fig. 1 
latent heat of melting 
thermal conductivity of water (liquid) 
width of flat object, Fig. 1 
pressure 
atmospheric pressure 
Peclet number 
radial position on disk-shaped contact area 
radius of disk-shaped contact area 
Reynolds number 
water volumetric flow rate 
value of Q at x=0, Fig. 1 
change in specific entropy during melting = s/— ss 

temperature 
melting point 
ice point = 0°C 
change in specific volume during melting = 
v/-vs<0 
speed of penetration into the ice block 
Cartesian coordinates, Fig. 1 
constant temperature difference 
viscosity of water 
dimensionless position = x/L, Fig. 1 
density of ice 
solid 
liquid 

1 Introduction 
One of the anomalous thermodynamic properties of water 

is that the melting point of ice decreases as the pressure 
increases. This behavior was discovered independently by 
Kirchhoff (1858) and Thomson (1873). It inspired Reynolds 
(1901) to speculate that the "pressure-melting" of ice and snow 
might be responsible for the low coefficient of friction expe
rienced during skating and skiing. According to him, the pres
sure applied by the skate on the ice surface would cause 
superficial melting, which in turn would lubricate the relative 
motion between skate and ice. 

Although the pressure-melting phenomenon received some 
attention from early tribologists, this interest decreased after 
Bowden and Hughes' (1939) work, which showed that the 
superficial melting under the skate is due to friction (viscous 
dissipation) in the water film. The research that followed fo
cused on the frictional melting and lubrication characteristics 
of ice (e.g., Evans et al., 1976; Tusima, 1977, Oksanen and 
Keinonen, 1982; Bejan, 1989), i.e., on the relative motion 
between a solid and the ice surface. 

In this first note we consider a different fundamental aspect 
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of the pressure-melting of ice, namely the indentation caused 
by a flat solid that is pressed against a block of ice. Unlike in 
the work referenced above, there is no lateral motion between 
the solid body and the ice block. The only motion that occurs 
is the normal progress that the solid body makes into the ice. 
This motion is made possible by the melting of the ice situated 
in front of the body. In this way, the pressure melting process 
is related to the contact melting process that occurs when a 
temperature difference (AT") is maintained between the solid 
body and the phase-change material (e.g., Moore and Baya-
zitoglu, 1982; Bareiss and Beer, 1984; Moallemi et al., 1986; 
Webb et al., 1987; Roy and Sengupta, 1987; Bejan, 1989). The 
fundamental differences between the pressure melting of ice 
and the AT-driven melting of a normal phase-change material 
are discussed further in section 5. 

2 Flat Two-Dimensional Body 
Consider first the incipient sinking motion experienced by 

a two-dimensional body of width L, which rests on the flat 
surface of a block of ice (Fig. 1). The body and the ice block 
are at the ambient temperature T0. For simplicity, we take this 
temperature to be equal to the ice point, T0 = 0°C, which is 
nearly the same as the triple-point temperature. The pressure 
that builds under the body places the water in the liquid do
main, as shown by the P-T diagram in Fig. 2. In this way, 
the body is supported by a film of water, the temperature of 
which decreases in the vertical direction, from T0 at the bottom 
of the body, to Tm(P) at the melting front. 

Water film 

T«,V 

Fig. 1 Two-dimensional body pressing against a block of ice 

- P n — 

. 

Ice I 

____ , 

i 

\ Water 

\ ^ ^ - ^ C P 

£%> 

Steam 

Fig. 2 The P-T diagram for water 
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The objective of the following analysis is to determine the 
relationship between the force (weight) applied by the body 
and its sinking rate V. In the frame (x, y) attached to the 
bottom of the body, V is the velocity with which T0-ice flows 
upward in order to maintain the melting process, i.e., to replace 
the water liquid that squirts to the sides. Subject to the classical 
assumptions of film lubrication theory (e.g., Batchelor, 1967), 
the flow of the water film is governed by the Reynolds equation 

dP 
dx (1) 

subject to the no-slip conditions u = 0 at y = 0, h. The film 
thickness h{x) is one of the unknowns in this problem. Inte
grating Eq. (1) twice we obtain 

1 dP 
u(x,y) = ——(y2-hy) 

2/x dx 

and, after one more integration 

Q(x) = [h
ud =JL (Jl 

J0 12/t \ dx 

(2) 

(3) 

The function Q(x) represents the volumetric flow rate in the 
x direction, expressed per unit length in the direction perpen
dicular to the plane (x, y). By integrating the mass conservation 
equation du/dx + dv/dy = 0 across the liquid film (from^ = 0 
to y = h), and by using the definition (3), we obtain 

dx 
(4) 

Equations (3) and (4) contain three unknown functions of 
x, namely P, Q, and h. The third and final equation is the 
statement that the energy is conserved as ice turns into water 
across the melting front, 

j[T0-Tm(.P)]=fiVh^ (5) 

Several assumptions have been made in writing this equation. 
It was assumed that the liquid film is sufficiently slender 
(h«L) and that the water flow is sufficiently slow so that 
the heat transfer in the liquid space is dominated by conduction 
in the vertical direction. This thermal assumption is compatible 
with the hydraulic characteristics assumed in writing the Reyn
olds Eq. (1) (Bejan, 1989). It means that the temperature dis
tribution across the film is linear. 

On the left side of Eq. (5), k2 is the thermal conductivity of 
the liquid. On the right side, p is the density of ice, and hsj is 
the latent heat of melting associated with T0 (or P0). It is worth 
noting that Eq. (5) does not clash with the fact that the ice 
temperature actually varies in the y direction, immediately 
under the melting front. Equation (5) is simply the first law 
of thermodynamics for the control volume contained between 
the planes y - 0 and y = oo. 

With reference to Fig. 2 and the Clausius-Clapeyron relation 

dP 

dT, 
•=-A (6) 

in which A = -ss//vSf= —hs//(T0vs/), the relationship between 
Tm and P in the vicinity of T0 is approximately linear: 

Tm— 7n 
p-p0 

(7) 

The value of the A constant is 13.6 MPa/K, while the "Ice 
I " domain on theP-Tdiagram of Fig. 2extends up to pressures 
of about 2000 atm (Bejan, 1988, p. 266). By eliminating Tm 

between Eqs. (5) and (7) we conclude that 

-fh(P-P0) = PVhsf (8) 

Equations (3), (4), and (8) can be solved analytically by 

v___ ___^ 
hi 24uk2 V'A 
MphsfAL2j 

• o 

• 1 

Fig. 3 The shape of the liquid film region maintained under the two-
dimensional body of Fig. 1 

working with the excess pressure (P—P0) as an unknown (in 
stead of P), and by using the notation 

k2 B- (9) 
phSIAV 

First, we integrate Eq. (4) 

Q = xV+Q0 (10) 

and eliminate Q and h between Eqs. (3), (8), and (10): 

-£[(P-Po)*]^(xV+Q0) (11) 

Next, we integrate this equation in x, and recognize that P = P0 

at both ends of the liquid film (x = 0, L). These two end con
ditions yield Qa- — VL/2 and, after setting %=x/L, 

P-Po=[--^\/\k-^)m (12) 
B3 

The total normal force per unit depth F' [N/m] exerted by 
body on the block of ice is then 

F'=^\p-p0)dx=(^^y4\\^-hmd^ as) 
in which the definite integral on the right side has the value 
0.618. Alternatively, we can report this result in terms of the 
average excess pressure F" [N/m2] exerted by the body, 

F" =~r =1.368 VL 
1/2 IV Phs/A 

k2 

(14) 

This form shows that the melting speed (V) is proportional to 
the applied pressure (F"), and inversely proportional to the 
square root of the body width (L). 

The thickness of the liquid film can be found by combining 
Eqs. (8), (9), and (12) 

h ( 24M 2 \ m
 2 1 / 4 

L-\phsfAl}) « - * > ( 1 5 ) 

The film thickness increases as x1M away from the right corner, 
and is nearly constant over most of the width L. The shape 
of the liquid film region is presented in Fig. 3. 

3 The Film Slenderness and Small-(Re, Pe) Constraints 
Equation (15) shows that the slenderness of the liquid film 

(h«L) is assured if the property group on the right side of 
the equation is small, 

' fik2 

phsfAL-
« 1 (16) 

Recall that the film slenderness assumption was invoked before 
writing the Reynolds Eq. (1) and the energy continuity Eq. 
(5). Now if we substitute in the inequality (16) the properties 
of 0°C-water (/i = 0.0179 g/cm-s, Ar2 = 0.56 W/m-K), the den
sity of ice (p = 917 kg/m3), As/= 333.4 kJ/kg, and /I = 13.6 
MPa/K, we find that the film slenderness assumption is valid 
when 

1 , » 5 X 1 0 " (17) 
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The Reynolds Eq. (1) rests also on the assumption that the 
Reynolds number Re = uh/v is small. We can evaluate Re by 
noting that uh~ VL, for which the Vscale is furnished by Eq. 
(14) with the physical properties listed above. In this way the 
inequality Re < 1 translates into 

1/2 

<3 (18) 
F" 

1 atm 1 m 

The assumption that longitudinal convection can be ne
glected in the energy equation for the liquid film region requires 
that the Peclet number Pe - uh/a be small. This assumption 
is responsible for the linear temperature distribution across the 
film, and for the left side of Eq. (5). In the same way as in 
the preceding paragraph, we find that the constraint Pe < 1 is 
equivalent to 

1/2 

<;0.2 (19) 
F" 

1 atm 1 m 

The low Peclet number condition (19) is somewhat more 
restrictive than the low Reynolds number criterion (18). They 
both place an upper limit on the applied pressure, or on the 
width of the solid body. Taken together, the inequalities (17) 
and (19) limit the range of body widths L for which the pre
ceding theory is valid. 

4 Body With Disk-Shaped Base 
An analysis that is analogous to what we presented in section 

2 can be constructed for the case where the base of the solid 
body (i.e., the body-ice contact area) is a disk of radius R. To 
save space, we omit the analytical steps and report only the 
key results, in which r is the radial position measured away 
from the center of the disk: 

P-Pn = 
12IXVR-

B3 -'i 
1/4 

F = J £ ( 1 2 ) i / 4 K j ; v 2 / V Phs/A 

12/j.k2 

R \phsfAR 

1/4 

1 

(20) 

(21) 

(22) 

The analogy between these results and those obtained for 
the two-dimensional contact surface becomes clearer as we 
calculate the average excess pressure that corresponds to the 
total normal force F: 

F" =-^-2=lAS9VRl/2(^mp
r
hsfAY4 (23) 

irR \ k2 ) 
This expression has the same appearance as Eq. (14). 

5 Comparison With the Contact Melting Due to a Temper
ature Difference 

The contact melting phenomenon analyzed in this note is 
due to the pressure that is maintained over the contact area. 
The solid body and the ice block (sufficiently far from the 
contact area) are at the same temperature, T0. Because of this 
thermal equilibrium, no melting occurs if the body and the ice 
block are not pressed against each other, hence the name ' 'pres
sure melting." 

One of the reviewers of this note observed that because of 
the Clausius-Clapeyron relation (7), the interfacial pressure is 
equivalent to maintaining a temperature difference across the 
water film. This led to the question of whether the present 
pressure-melting results could have been deduced from the 
results reported for contact melting due to an imposed tem
perature difference. The answer turns out to be no. 

The AT-driven contact melting process for the geometry of 
Fig. 1 was one of the problems analyzed by Bejan (1989). If 
AT is the ̂ -independent temperature difference maintained 
between the solid body (hot) and the phase-change material 
(cold), the melting rate is 

In this expression F' is the total force per unit length, or F"L, 
where F" is the average pressure between the block and the 
phase-change material. The other symbols are defined in the 
Nomenclature. 

It is true that the Clausius-Clapeyron relation (7) can be 
used to define an "equivalent" temperature difference based 
on the average pressure F", 

• T =-
A 

(25) 

It is easy to see, however, that if this temperature difference 
is substituted in place of A71n Eq. (24), the resulting expression 
for Kdoes not reproduce all the features of Eq. (14). A perfect 
match is obtained only if A7Ms replaced with 0.658 F"/A, in 
other words, if the equivalent temperature difference of Eq. 
(25) is defined (by convention) as being equal to 0.658 F"/A. 

This mismatch stresses the basic differences that exist be
tween the pressure melting and AT-melting problems. In the 
latter, the temperature difference A T and film thickness are x 
independent (Bejan, 1989). When pressure is the cause of melt
ing, the temperature difference T0-Tm(P) and the film thick
ness h are both functions of x. 
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The Pressure Melting of Ice Due to an Embedded 
Cylinder 

P. A. Tyvand1 and A. Bejan2 

Nomenclature 
A = physical constant = 13.6 MPa/K 
D = diameter 
/ = function of >>, Eq. (15) 

F' = force per unit length 
G = negative of the pressure gradient, Eq. (16) 

hSf = latent heat of melting 
£1,2,3 = thermal conductivity of ice, water, and solid cylin

der 
K = cable tension 
P = pressure 

P0 = atmospheric pressure 
Pe = Peclet number 

r = radial position, Fig. 1 
R = cylinder radius, Fig. 1 
5 = width of ice block, Fig. 2 
T = temperature 

Tm - melting point 
To = ice point, 0°C 

u, v = velocity components in (x, y) system 
w, v = velocity components in (x, y) system 

v = velocity vector in region (2), Fig. 1 
V = speed of penetration into the ice block 

x, y = Cartesian coordinates, Fig. 1 
x, y = local curvilinear coordinates, Eq. (9) 

z = lateral coordinate, Fig. 2 
«i,2,3 = thermal diffusivity of ice, water, and solid cylinder 

1} = thickness of liquid film, 
Fig. 1 

17 = average film thickness 
6 = angular position, Fig. 1 
/* = viscosity of water 
p = density of ice 
<p = angle, Eq. (9) 

1 Mathematical Formulation 
In this second part of the pressure melting study begun in 

the preceding note (Bejan and Tyvand, 1992) we consider the 
motion of a cylinder through a block of ice. The cylinder is 
pushed laterally through the ice block. The ice melts over the 
leading portion of the cylinder, the water films acts as lubricant 
(flows around the cylinder), and refreezes over the trailing 
portion of the cylinder. Figure 1 shows a cross section through 
the embedded cylinder. 

The same problem was solved first by Nye (1967), who 
proceeded from the assumption that the thickness of the water 
film is constant. Our objective in this note is to present a general 
and formal treatment, in which the film thickness is allowed 
to vary around the cylinder. In this way we arrive not only at 
Nye's constant-thickness results but also at the limiting con
ditions under which those results are valid. We then extend 
the analysis to a cylinder with an elliptical cross section, and 
report also the shape of the cylindrical cable that moves through 
a block of ice. 
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fi'iru'/iii:; 

2) Water film 

I) Ici-
Tn, V 

Fig. 1 Melting and refreezing around a cylinder pushed sideways into 
a block of ice 

The present pressure-melting phenomenon is related to the 
melting caused by a heat source that sinks through a block of 
phase-change material (Emerman and Turcotte, 1983; Moal-
lemi and Viskanta, 1985a, 1985b). In the latter the melting is 
due to the temperature difference AT maintained between the 
buried heat source and the phase-change material. The fun
damental differences between pressure-melting and AT-melting 
are discussed at the end of section 2. 

We introduce the Cartesian system (x, y), with the origin 
in the center of the cylinder of radius R. The y axis points in 
the direction of the uniform flow of ice V\. The unit vectors 
in the x and y directions are denoted by i and j , and the polar 
coordinates are given by 

r={x2+y2)U2, 0 = tan - l 
(1) 

The pressure-melting and refreezing sustains a water film of 
radial thickness -q(d). Assuming that the film Reynolds number 
is small, the momentum equation is the same as for creeping 
flow, 

V-P = /*V2v (2) 

In this equation v is the water velocity vector, while the buoy
ancy effect was assumed negligible. The mass continuity equa
tion is V • v = 0. The hydrodynamic lubrication problem 
statement ends with the boundary conditions 

(3) 

(4) 

v = 0 at r = R 

v = F j at r = R + v{d) 

In setting up the heat transfer part of the problem it is helpful 
to use the index (1) for the ice domain, (2) for the water film, 
and for (3) the solid cylinder (Fig. 1). The thermal conductiv
ities and thermal diffusivities for each domain are k: and a,-
(j = 1, 2, 3). The are constant in each domain. We further 
assume that convection is negligible relative to conduction in 
domains (1) and (2), in other words that the characteristic 
Peclet numbers are small, Pej = VR/oti<l, and Pe2 = Vjj\/ 
a2< 1. In the second of these conditions, we have used V2 as 
the velocity scale for the liquid film; this scale will be deter
mined later, as VR/r\ in Eq. (22). We assume also that the 
dissipation of mechanical energy in the fluid film is negligible. 

The energy equation that is valid under these conditions in 
domains (1), (2), and (3) is V2T = 0. As in Bejan and Tyvand 
(1992), we assume that the ice is at the normal melting point 
sufficiently far from the cylinder, T^T0 as r— oo. Along the 
water-ice interface the temperature and pressure are related 
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through the Clausius-Clapeyron equation, which can be in
tegrated by treating A as a constant, 

P = P0-A(Tm-T0), at r^R + riid) (5) 

The conservation of energy at the water-ice interface re
quires that 

< 
dT 

dn 
= phs/Vj-n, at r = R + r,(6) (6) 

for which p and ^ a r e defined in the Nomenclature. We have 
introduced n as the outward unit vector at the interface between 
domains (1) and (2). This unit vector can be expressed in terms 
of the function rj(6), in order to rewrite the condition (6) as 

1 d-q 

dT 

dn 

sin 6-
= phs/V 

r dd 
cos d 

1+-

(7) 

Finally, the conservation of energy at the interface between 
the solid cylinder and the water layer is governed by 

* i © = * 3 ^ , at r = R (8) 
dr dr 

Furthermore, the temperature must vary continuously across 
the interface, T2 = T3, at r = R. 

2 Thin Water Film Around the Cylinder 

The full nonlinear thermomechanical free-boundary prob
lem constructed in the preceding section is quite formidable, 
but it could be solved numerically by iteration techniques. In 
this section we develop an analytical solution expanded in 
powers of rj/R, where rj is the average film thickness. Consider 
the local curvilinear coordinate system (x, y) along the cyl
inder, 

x=r-R, and y = R(6-<p) (9) 

In this new system x is the radial coordinate and y is measured 
along the cylindrical surface, while the angle <p is fixed, but 
arbitrary. The Jacobian of the transformation (9) is 

f ^ - l — ( * ) 
which is valid in the flow domain (2) where 0<x<r ; . This 
result shows that the curvature and stretching in the local 
coordinate system (x, y) can only be disregarded to the leading 
order in the thin-film expansion. From this point on we set <p 
= 0. 

We now state an important hypothesis, which will be jus
tified a posteriori: 
T) = constant to the leading order in the thin-film expansion 

(11) 
This hypothesis enables us to decouple the thermomechanical 
problem, and to solve the hydrodynamic part separately. The 
latter begins with Eq. (2), which reduces to 

(12) 

This momentum equation is valid to the leading order of 
rj/R. Let u and v represent the velocity components along the 
x and y axes, so that the boundary conditions (3) and (4) are 
rewritten as 

U=v = Q, at x=0 (13) 

(w, t5) = K { s i n - , c o s - j , at x=r\ (14) 

Integrating up the x component of Eq. (12), and inserting into 
the y component, we find: 

dP 

df 
dH_ 

dy'^dx1 
df (15) 

In conclusion, the leading order flow is of the Poiseuille type, 
and it is driven by the pressure gradient around the circum
ference 

G(y)-
dP 

' dy 
(16) 

The radial flow component u is negligible relative to v, 
although it is of order (rj/R)°. It is negligible because the 
circumferential flow v arises as a singular perturbation, of 
order (rj/R)-1. To the leading order (rj/R)'1 then, we have 
the following homogeneous boundary conditions for the local 
Poiseuille flow, 

0 = 0 at x=0 and x = -q (17) 

These show that the tangential component of the external (ice) 
flow does not influence the lubricating flow of the water film. 
By integrating Eq. (15) and applying the boundary conditions 
(17) we obtain 

v(x,y)=^L(v-x)x (18) 

Although u is negligible relative to v, the gradient dy/dx is 
not negligible, 

du dv 1 dG 
(r\-x)x 

Integration of u determines the pressure gradient 

G(y) 
12/xVR y 

•• 5 COS — 

V R 

(19) 

(20) 

and the leading order expressions for the velocity components 
2 

y fi=K(3-2-
V 

- 1 sin 
V R 

v = 6V— ( l - - ) - c o s — 
V V i\)i\ R 

(21) 

(22) 

The entire leading-order velocity field can be summarized as 

y = (,Vie—i (R + i\-r)(r-R) cos 0 (23) 

valid to 0(ij/R)~l. In Eq. (23), i9 is the circumferential unit 
vector is = - i sin 6 + j cos 8. 

Turning our attention to the heat transfer part of the prob
lem, it is necessary to remember that the buried cylinder of 
Fig. 1 first entered the block of ice by pressing against its 
exposed surface. This means that when the liquid space was 
first sealed around the cylinder, the top of the liquid film was 
at atmospheric pressure, P(x=0, y = R) =P0- By integrating 
Eq. (16) and using this top pressure condition, we obtain the 
pressure distribution in the liquid film, 

p = p 0 + — ^ 3 — ( l - s i n 0 ) (24) 
n 

which is valid to the leading order. It is easy to show that the 
leading-order viscous shear stress /xdv/dx is one order of mag
nitude smaller than the pressure amplitude (the pressure dif
ference between the bottom and the top of the cylinder). It 
can also be shown that the dissipation of mechanical energy 
can be neglected in the energy equation for the liquid film. In 
conclusion, the net force per unit length F ' , exerted by the 
water film on the cylinder, is due solely to the integrated effect 
of the pressure in the liquid, 

3 

F- '=F ' j = 12*|i W - J (25) 
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The temperature distribution along the water-ice interface 
is obtained by combining Eqs. (5) and (24), 

>2 

T,„=Tn + 
V

3A 
(sin 0 - 1 ) , at r = R + t) (26) 

The solution to Laplace's equation V2T = 0 in the solid 
domain (3) is T = a3 y + b3. The ice thermal conductivity k^ 
is of the same order of magnitude as the thermal conductivity 
of water. In order to work consistently to the leading order, 
we must neglect the external heat transfer through the ice 
domain (1), although that small contribution can be deduced 
easily from the external 'dipole" temperature field. The energy 
continuity condition (7) assumes the simpler form 

< 
phsf Fsin 0, at r = R (27) 

which shows that the leading-order temperature gradient across 
the film is independent of r. 

dT_phsfV 

dr k2 

This and Eq. (8) yield 

sine, R<r<R + Tj (28) 

'HIS Ph*rv 

*l. 
sin 8, r=R (29) 

which confirms T = a^y + b3 as the temperature distribution 
in the solid cylinder, 

T= 
phsfV 

y+T* (30) 

12/*KR2/ij3/4. with T* = T0 

We now invoke T2 = T3 at r = R, combine Eqs. (26) and 
(28), and arrive at the equation for the film thickness 

k2 k3 

12IXR2 

phs/A 
(31) 

This equation is valid to the leading order in the thin-film 
expansion, and justifies the hypothesis that 17 is constant, Eq. 
(11). It was obtained earlier by Nye (1967). Two limiting cases 
are of special interest: 

I The case k3/R > > k2/t], when the solid cylinder is effec
tively at constant temperature, and all the temperature dif
ference is bridged by the liquid film. In this case Eq. (31) yields 

1/4 

and the total force (25) becomes 

F'=(l2ix)u\VR3/2^A 

(32) 

(33) 

II The case k3/R< <k2/i\, when all the temperature dif
ference is spanned by the solid cylinder. Equations (31) and 
(25) yield in this case 

, - ^ V " (34, 
phs/A 

F' -irR2VP-^ (35) 

In summary, the movement of the cylinder causes melting 
over the lower half of the liquid-solid interface, and solidi
fication over the upper half. These two processes are driven 
by the vertical heat transfer through the cylindrical body, as 
the average temperature of the cylinder matches the far-field 
ice temperature. In the AT-driven melting studies reviewed in 
section 1, the heat transfer is from the body (heat source) to 
the surrounding medium. 

Another important distinction between pressure-melting and 

AT-driven melting is that in the latter the thickness of the 
liquid film varies appreciably around the body circumference. 
In the notation of Fig. 1, the theoretical film thickness around 
a buried cylindrical heat source varies as l/cos(0 + 7r/2), mean
ing that it should be infinite at 6 = 0, ir (Moallemi and Vis-
kanta, 1985a). The same behavior is exhibited by the theoretical 
film thickness around a buried spherical heat source (Emerman 
and Turcotte, 1983). 

3 Cylinder With Elliptical Cross Section 
A similar analysis can be performed for the case where the 

cylinder cross section is slightly elliptical, 

i?(6»)=^(l+£COs26>), ( l e l < < l ) (36) 

In the thin water film limit, the resulting film thickness and 
net force per unit length are 

r)(0)=^(l+<5cos20), ( I 5 I < < 1 ) 

F ' = 12ir/*K(- l+3-e + ^8)} + 0(e2,S2) 

with the 17 and 5 values obtained by solving the system 

2L 
k2 

12HR2 

phsfA 

6 
e + -

(1+25)-
Rij3 

- 4 IJXR2 

2 / k2 phsfA 
( 6 - 2 0 -

, 3 S 
1 - ^ + 2 

Ry3 e 

k-, 2 

(37) 

(38) 

(39) 

(40) 

In the two limits discussed in the preceding section the results 
reduce to^_ 

I) k3/R>>k2/y, 

-4e, 7j = 
\2i>.k2R

2 

phs/A 

F'sl2irnV{ = I | 1 

II) k3/R<<k2/ij, 

6 = 

V 

( l - 8 e ) 

9 

- e , i\-
/l2ixk3R 

\ phs/A 

F's l27r /xF 

(41) 

(42) 

(43) 

(44) 

When the cylinder is a poor conductor (limit II), the departure 
from the circular shape (e) has no effect on the relationship 
between force and speed of penetration. This is in agreement 
with Nye's (1967) general conclusion that the body shape has 
no effect on the melting speed when the body is a poor con
ductor. 

4 The Shape of a Flexible Cable "Cutting" a Block of Ice 
Let us assume that the circular cylinder of Fig. 1 behaves 

in three dimensions as a perfectly flexible cable. We will follow 
standard cable theory; see, e.g., Meriam and Kraige (1987). 
This theory generally assumes that the radius of curvature of 
the cable is everywhere large compared to the thickness (di
ameter) of the cable in the local plane through the deformed 
cable. This assumption coincides with the requirement for ap
plying two-dimensional theory to the present pressure-melting 
process. 

We introduce a z axis perpendicular to the x-y plane (Fig. 
2). The cable shape is represented by the curve y(z). To the 
leading order of our thin-film approximation, the tangential 
force acting on the cable is zero. By the tangential force bal
ance, this immediately gives the result for the cable tension: 
K = const along the cable. Note the difference compared with 
the standard case of a strictly vertical, variable load distri
bution, where only the horizontal component of the tension 
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Fig. 2 The shape of a flexible cable moving downward through a block 
of ice 

vector is constant along the cable. In the present case its ab
solute value is constant. 

We assume that the cable is in uniform translation with 
velocity -V] relative to the ice block. The normal force of an 
arc length element of the cable will then be given by F'dz, 
where F' is the force per unit length, dictated by the total 
translational velocity V through Eqs. (33) and (35). From the 
normal force balance for an arc length element of the cable 
we find F'dz = —K dp, where j3 is the slope angle defined 
by tan (3 = dy/dz- We immediately find: 

dy= - t a n 9»* 
This equation is integrated to give the cable shape: 

, \ K , ( F'z 
^(z) = 7 7 In I cos-— 

(45) 

(46) 

As shown in Fig. 2, we have chosen the integration constant 
so that the origin is at the mount of the curve y{z), in other 
words, y(0) = 0. 

Let us now assume that the width of the ice block is constant, 
denoted by S, so that the ice domain is given by -S/2<z< 
S/2(S> >R). Let the angle between the cable and the outward 
vector at the side boundary of the ice block be denoted by (30. 
From Eq. (45) we find 

/30 =
 : 
F'S 

2K 
(47) 

If S, K, and (30 are chosen a priori, F' is determined by Eq. 
(47) and V by Eq. (33) or (35). 

5 Concluding Remarks 
In this and the preceding note we have shown how a solid 

body moves through a block of ice when a net force is main
tained between the body and the ice. We constructed this anal
ysis in two stages. In the first note (Bejan and Tyvand, 1992), 
we analyzed the earliest phase of the pressure melting process, 
when the solid is just beginning to penetrate the block of ice. 
In this second note, we reconsidered Nye's (1967) problem of 
describing the steady progress of the solid body when it is 
completely surrounded by ice. 

The main results of this study is the predicted relationship 
between the applied force and the speed with which the body 
moves through the ice. This relationship is presented in Eqs. 
(14) and (23) of Bejan and Tyvand (1992), and (33) and (35) 
of this note. Although these equations refer to different stages 
in the pressure-melting process, it is important to note that the 
relationship between force and speed does not change appre
ciably from one stage to the next. In order to see this, review 
cases I and II at the end of section 2, and note that the case 
that corresponds to the model of Bejan and Tyvand (1992) is 
case I (there the solid was isothermal, and the entire temper

ature drop occurred across the liquid film). Furthermore, to 
the width L of Bejan and Tyvand (1992) corresponds the di
ameter D = 2R in Fig. 1. Equation (33) can then be rewritten 
in terms of D, 

. 1 / 3 . . -A 3/4 F[_ 
D 

= 2.067 VD1' 
k2 

(48) 

in order to show that the result for the buried cylinder is, in 
a scaling sense, the same as the result for the flat body pressing 
against the ice surface [Eq. (14) in the preceding note]. 
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Maximum Air Flow Rate Into a Roof-Vented Enclosure 
Fire 

M. Epstein1 

Introduction 
An important problem related to the storage of flammable 

chemicals and waste materials and to fires in buildings or ships 
involves the combustion of liquid (or sometimes solid) material 
in an enclosure (i.e., tank, compartment, hold, etc.) that is 
open to the atmosphere through a vent in the roof of the 
enclosure. Early in the life of a vented compartment fire, there 
is ample air in the compartment to support the fire. At a later 
stage, however, inadequate air is present in the room and the 
air must be supplied through the vent. Historically, the com
partment fire has been treated by a steady-state analysis in 
which the compartment pressure is assumed constant in time 
and a countercurrent flow of outflowing hot combustion prod
ucts and inflowing fresh air is established within the vent. Prahl 
and Emmons (1975), for example, have treated the steady-state 
compartment fire ventilated by countercurrent flow through 
a doorway or window (wall vent). Steady-state fire experiments 
in model and full-scale enclosures with wall vents have been 
successfully conducted by Gross and Robertson (1965), Te-
warson (1972), Takeda and Akita (1981), and Steckler et al. 
(1982). 

The objective of the analysis given in this note is to determine 
the maximum possible steady-state combustion rate within a 
roof-vented enclosure. This is accomplished by considering the 
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Fig. 2 The shape of a flexible cable moving downward through a block 
of ice 

vector is constant along the cable. In the present case its ab
solute value is constant. 

We assume that the cable is in uniform translation with 
velocity -V] relative to the ice block. The normal force of an 
arc length element of the cable will then be given by F'dz, 
where F' is the force per unit length, dictated by the total 
translational velocity V through Eqs. (33) and (35). From the 
normal force balance for an arc length element of the cable 
we find F'dz = —K dp, where j3 is the slope angle defined 
by tan (3 = dy/dz- We immediately find: 

dy= - t a n 9»* 
This equation is integrated to give the cable shape: 
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As shown in Fig. 2, we have chosen the integration constant 
so that the origin is at the mount of the curve y{z), in other 
words, y(0) = 0. 

Let us now assume that the width of the ice block is constant, 
denoted by S, so that the ice domain is given by -S/2<z< 
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we analyzed the earliest phase of the pressure melting process, 
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In this second note, we reconsidered Nye's (1967) problem of 
describing the steady progress of the solid body when it is 
completely surrounded by ice. 

The main results of this study is the predicted relationship 
between the applied force and the speed with which the body 
moves through the ice. This relationship is presented in Eqs. 
(14) and (23) of Bejan and Tyvand (1992), and (33) and (35) 
of this note. Although these equations refer to different stages 
in the pressure-melting process, it is important to note that the 
relationship between force and speed does not change appre
ciably from one stage to the next. In order to see this, review 
cases I and II at the end of section 2, and note that the case 
that corresponds to the model of Bejan and Tyvand (1992) is 
case I (there the solid was isothermal, and the entire temper

ature drop occurred across the liquid film). Furthermore, to 
the width L of Bejan and Tyvand (1992) corresponds the di
ameter D = 2R in Fig. 1. Equation (33) can then be rewritten 
in terms of D, 
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= 2.067 VD1' 
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(48) 

in order to show that the result for the buried cylinder is, in 
a scaling sense, the same as the result for the flat body pressing 
against the ice surface [Eq. (14) in the preceding note]. 
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Maximum Air Flow Rate Into a Roof-Vented Enclosure 
Fire 

M. Epstein1 

Introduction 
An important problem related to the storage of flammable 

chemicals and waste materials and to fires in buildings or ships 
involves the combustion of liquid (or sometimes solid) material 
in an enclosure (i.e., tank, compartment, hold, etc.) that is 
open to the atmosphere through a vent in the roof of the 
enclosure. Early in the life of a vented compartment fire, there 
is ample air in the compartment to support the fire. At a later 
stage, however, inadequate air is present in the room and the 
air must be supplied through the vent. Historically, the com
partment fire has been treated by a steady-state analysis in 
which the compartment pressure is assumed constant in time 
and a countercurrent flow of outflowing hot combustion prod
ucts and inflowing fresh air is established within the vent. Prahl 
and Emmons (1975), for example, have treated the steady-state 
compartment fire ventilated by countercurrent flow through 
a doorway or window (wall vent). Steady-state fire experiments 
in model and full-scale enclosures with wall vents have been 
successfully conducted by Gross and Robertson (1965), Te-
warson (1972), Takeda and Akita (1981), and Steckler et al. 
(1982). 

The objective of the analysis given in this note is to determine 
the maximum possible steady-state combustion rate within a 
roof-vented enclosure. This is accomplished by considering the 
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Fig. 1 Schematic representation of a roof-vented enclosure subjected 
to internal heating by fire 

tained from hydraulic theory. Here we present a semi-empirical 
model of the fire-driven countercurrent flow through a roof 
vent. 

It follows from the inequality p„ > p and Eq. (1) that Q 
> <2„. Thus there must be a net upward volumetric flow 
through the vent given by 

e«=e-e»=e»(poo/p-i) o 
The term Qu represents the volumetric flow produced by the 
heating of gas within the enclosure. With respect to the flow 
within the vent, Qu may be regarded as an externally imposed, 
upward, forced volumetric flow opposite to the downward 
buoyant flow Q^. That is, the flow within the vent may be 
viewed as combined, countercurrent natural and forced con
vection flow (Q«, and Qu, respectively). This is the flow pattern 
that was studied experimentally by Epstein and Kenton (1989). 
They measured the downward buoyancy-driven component Q„, 
in the presence of an imposed upward flow Qu within an open
ing in a horizontal partition that separates two unstably strat
ified fluids. They found that Q^ can be correlated by the 
following formula: 

Q*. = QJ\-Q«/q) (3) 

case in which the burning rate is controlled by the rate at which 
air (oxygen) from the ambient enters the enclosure through 
the vent. An expression for the maximum possible steady-state 
rate-of-burning in a roof-vented enclosure has been derived 
by Cooper (1989). His analysis is based on the assumption that 
the air flow rate into the tank is a linear function of the pressure 
drop across the vent. In the present study, available empirical 
correlations (Epstein, 1988; Epstein and Kenton, 1989) on com
bined natural convection and forced flow through openings in 
horizontal partitions provide the necessary information con
cerning the rate of air flow into the enclosure. 

Physical Model and Analysis 
The physical system under consideration is illustrated in Fig. 

1. Because of combustion heating, the density p of the gas 
inside the enclosure is less than the density pm of the outside 
atmosphere. This density difference induces a buoyancy-driven 
downflow of the heavier ambient air through the vent at a 
volumetric rate Q„ (in units of, say, m3 s~'). Combustion 
heating is also responsible for an oppositely directed upflow 
Q of the lighter gas from the enclosure through the vent to 
the ambient. This upflow is a consequence of the gas volume 
"generated" by heating. Except for the combustion zone, the 
properties of the gas within the tank are assumed to be spatially 
uniform and constant in time so that a statistically steady 
countercurrent flow process occurs at the vent. 

By virtue of steady-state mass continuity, the volumetric 
flows of gas Q„ and Q, into and out of the enclosure, re
spectively, are related by the expression 

P«.Qoc=PQ (1) 
The temperature difference between the enclosure and the sur
rounding ambient air creates a pressure difference AP across 
the vent. At this point the appropriate theoretical approach 
would appear to be the application of Bernoulli's equation 
along with the assumption of smooth, "noninteracting" 
streamlines to obtain the relationships between the volumetric 
flow components within the vent and AP, namely <2„(AP) and 
Q(AP). By eliminating AP between these relations and using 
Eq. (1), the desired relation between <2» and the density ratio 
p^/p can be obtained (see below). This procedure has proved 
successful for the stably stratified flow through a wall vent 
(see, e.g., Steckler et al., 1982). Unfortunately, owing to the 
chaotic flow pattern that exists within the roof vent when 
countercurrent flow prevails (Epstein, 1988; Epstein and Ken
ton, 1989) expressions for Q<„(AP) and Q(AP) cannot be ob-

The quantity Qcc is the buoyantly driven volumetric counter-
current flow through the vent in the absence of both the vent 
pressure drop and the imposed flow (i.e., when Qu = 0 but 
the same unstable density gradient exists across the vent as 
when the imposed flow is present). The quantity q in Eq. (3) 
is the value of the imposed flow necessary to prevent the down
ward buoyant flow through the vent. The functional form of 
Eq. (3), including the representation of the fluid transport rates 
in terms of volumetric flows, is suggested by the application 
of hydraulic theory to wall vents. As such Eq. (3) may be 
regarded as a momentum balance applied to the vent, which 
implicitly accounts for the effect of the pressure rise due to 
the supply flow (fire draft) Qu. The reader is referred to Epstein 
and Kenton (1989) for further details regarding the develop
ment of Eq. (3). 

Note that the limit of pure countercurrent flow Qu = 0 or, 
equivalently, Qx = Qcc [see Eq. (3)] cannot be achieved during 
steady-state combustion as the presence of the fire demands 
that Qu > 0. The condition <2„ = Qcc is a transient one that 
begins after the fire dies out (Qu = 0) and continues so long 
as the density difference p„ - p exists. Note also that under 
this transient compartment cooling condition Eq. (1) and the 
second equality in Eq. (2) are no longer valid. Similarly, the 
purging limit Qu = q, therefore Q„ = 0 in Eq. (3), cannot be 
achieved during a compartment fire. It is inconceivable that 
the strength of the fire, which is regulated by the incoming 
air, can increase sufficiently to cause the outside air to stop 
flowing into the compartment. Thus during steady-state com
bustion the incoming ambient air flow must fall between the 
limits goo = 0 and Q„ = Qcc. 

Epstein (1988) has provided an empirical correlation for the 
purely buoyantly driven, countercurrent exchange flow rate 
Qcc in the form of a Froude number versus the aspect ratio of 
the opening (vent). His result is 

fPoo/p- 1 \ „ 5 QCC = FCC(L/D) 
Poo/P+I 

gD* (4) 

where D is the diameter of the vent, g is the gravitational 
constant, and Fcc (L/d) is a vent shape factor, which depends 
on the length-to-diameter ratio (aspect ratio) of the vent (see 
Fig. 1): 
FCC(L/D) 

0.055[1+400(L/Z3)3]'/6 

~ {1 +0.00527[1 +400(L/D)i]1/2[(L/D)6+ 117(Z/Z?)2]3/4)1/3 

(5) 

536/Vol . 114, MAY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The magnitude of the forced flow q required to purge the 
opening of the oppositely directed buoyant flow Q„ was meas
ured by Epstein and Kenton (1989) and, again, correlated in 
the form of a Froude number versus L/D: 

q = Fp(L/D) 
pjp -1 
pjp + 1 

gD5 (6) 

where Fp (L/D) is the vent shape factor for the purging con
dition; namely, 

FJL/D) 

0.19[l+4xl03(Z/Z))3]1 / 9 

: 1 + 5.091 X \0~z(L/D)i6n[l + 4 x 103(Z,/Z>)3]4/9]'/4 (7) 

A major result of the above-referenced experimental investi
gations is that both Qcc and q increase with increasing L/D 
until L/D ~ 0.7. Beyond this value the flow rates decrease 
with increasing L/D. This behavior is quantified by Eqs. (5) 
and (7). 

It should be mentioned at this juncture that the density ratio 
range covered in the experiments reported by Epstein (1988) 
and Epstein and Kenton (1989) was such that pjp < 1.2. 
Here we will assume that Eqs. (3) through (7) are valid for 
values of pjp of at least 2.0. There is evidence to suggest that 
these empirical correlations are valid for values of pjp greater 
than 1.2. Gardner's (1977) theoretical treatment of the coun-
tercurrent exchange flow of stratified fluids within a short, 
horizontal transfer pipe connecting two closed compartments 
shows that the flow rate is to first order only a function of 
the Froude number. The influence of the density ratio over its 
entire physical range 1 < pjp < oo is a variation in the Froude 
number of only about 30 percent. Moreover, the present author 
used hydraulic theory to solve the problem of the wall-vented 
enclosure fire with and without the near-unity density ratio 
assumption. The numerical results obtained by extrapolating 
the equation for Q„ based on pjp near unity differed no more 
than 15 percent from the expression derived for arbitrary pj 
p over the range 1.0 < pjp < 3.0. (This treatment will be 
presented elsewhere.) Thus correlations (3)-(7) may presum
ably be trusted to predict approximately the magnitude of the 
vent flows for the large density ratios encountered in enclosure 
fire problems. While the above correlations are based mainly 
on data with round openings, the experimental evidence sug
gests that Eqs. (3)-(7) can be applied with reasonable accuracy 
to square openings of length of a side S by making the iden
tification D = 1.1 S. 

Substituting Eqs. (2), (4), and (6) into Eq. (3) and rearranging 
terms gives the following implicit expression for the buoyant 
flow rate of air Q„ into the enclosure as a function of the 
density ratio pjp: 

•-> / / i\ 1 / 2 

^-n-F^L/D). 

x l 
l 

FJL/D) 

Jp+l 

[(PJP)2-IV 
(2gD5)l/2 

2/3 

(8) 

Results 
The dimensionless inflow of air is plotted against pjp in 

Fig. 2 for selected values of L/D. The nonmonotonic arrange
ment of the curves as a function of L/D is due to the fact that 
both Fcc and Fp exhibit maximum values at L/D = 0.7. We 
note that for all the cases shown Q„ reaches a maximum value 
at pjp = 2.0. Obviously, as the ratio pjp increases the 
buoyant force at the vent and, therefore, Q„ increase. How
ever, as can be seen from Eq. (2), the upward volumetric flow 
rate Qu, which opposes Q„, also increases with increasing pj 
p. For low values of pjp the buoyant force wins out over Qu 

and the curve rises. But, when pjp is large, the buoyant force 
begins to lose to the purging effect of increasing Qu and the 
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Fig. 3 Maximum dimensionless volumetric air flow rate into enclosure 
as a function of roof vent aspect ratio 

curve exhibits a peak value. If we assume that the gaseous 
environment in the enclosure is a perfect gas similar to the 
outside air, the temperature T within the enclosure can be 
related to the outside air temperature by 

(9) 
T Poo 

T„ p 

Thus Qoo reaches a maximum value Qm.max when T ~ 2Ta = 
600 K. Figure 2 graphically demonstrates that Q„ is relatively 
insensitive to pjp once pjp exceeds 2.0. Thus the choice of 
Goo.max will not lead to intolerable overestimates of the air 
ingression rate for most situations of practical interest. The 
maximum dimensionless Q^ is plotted in Fig. 3 versus L/D. 
As should be expected, the shape of the curve is similar to the 
measured Fcc and Fp shape factors versus L/D trends correlated 
by Eqs. (5) and (7). 

Maximum Combustion Rate 
The net 0 2 mass flow rate m0l into the enclosure is 

m02 = yo2,ooPoogoo - YQ2PQ (10) 
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where Yo2,»
 a n d Y02 are the oxygen mass fractions of the flows Heat and Mass Transfer in a Paper Sheet During Drying 

entering and leaving the enclosure, respectively (see Fig. 1). 
The maximum net 0 2 supply rate is [see Eq. (1)] 

Wo,,max —PooQoo,max( YQ Y02) (11) 
Seyed-Yagoobi,1 D. O. Bell,1 and M. C. Asensio1 

It follows from Eq. (11) and the stoichiometry of the reaction 
in oxygen that the maximum mass rate of burning of fuel 

Nomenclature 

mF,n 

mF,n 

MFpaQa 

M0ln 
(Y02i00— YQ2) (12) 

where MF and M0l are the molecular weights of fuel and 
oxygen, respectively, and n is the number of moles of oxygen 
consumed per mole of fuel burned. 

As an illustration of the use of Eq. (12), consider the com
bustion of methane for which n = 2, MF = 16, and M0l = 
32. If the aspect ratio of the vent is small {L/D — 0) we have, 
from Fig. 3, 

= 0.02(2gZ)5)1/2, L/D-0 (13) 

Cooper's (1989) theory, which is based on the presumption 
that the air ingression rate is a linear function of the pressure 
drop across the vent, yields a similar functional form for Qm. 
However, the numerical coefficient in his expression exceeds 
that of Eq. (13) by about a factor of 2.6. Clearly, from Eq. 
(12), the maximum rate of fuel consumption is achieved when 
diffusion-controlled combustion occurs within the enclosure 
and results in products of combustion with negligible or zero 
oxygen mass fraction, Y0l = 0. The ambient oxygen mass 
fraction Jo2,<» = 0.23. Introducing these quantities into Eq. 
(12) leads to the result 

mcA. ,= 1.62xl0~> . (^ 5 ) 1 / 2 , L/D-0 (14) 

for the maximum steady-state rate of combustion of methane 
in an enclosure with an orifice-type roof vent of diameter D. 

To the best of the author's knowledge, no experimental data 
have been reported in the open literature on steady-state roof-
vented enclosure fires. It is hoped that the present treatment 
will encourage future laboratory studies of this important fire 
problem. 
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Introduction 
Paper and fiber board are dried by threading a continuous 

wet web around each of a series of 50 to 70 dryer drums. The 
cylinders are internally heated by condensing steam. Part of 
a conventional multicylinder dryer section is shown in Fig. 1. 
The dryer felt is a highly porous material whose main purpose 
is to hold the paper sheet in close contact with the dryer shell 
to increase the heat transfer between the paper and dryer and 
to help prevent shrinkage and deformation of the paper sheet. 
The sheet moisture content entering the drying section is 150 
to 200 percent (dry basis) and the final moisture content varies 
from 2 to 9 percent. 

Many attempts have been made to analyze the paper drying 
process both theoretically and experimentally. Most theoretical 
models contain critical assumptions that considerably simplify 
the heat and mass transport phenomena within the sheet during 
drying. Kirk (1984) and Iida (1985) provide a review of existing 
paper drying simulation models. Most of the existing models 
assume variables such as temperature, moisture content, or 
thermal conductivity remain uniform through the sheet thick
ness, and that water fluxes are negligible. Furthermore, a ma-
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where Yo2,»
 a n d Y02 are the oxygen mass fractions of the flows Heat and Mass Transfer in a Paper Sheet During Drying 

entering and leaving the enclosure, respectively (see Fig. 1). 
The maximum net 0 2 supply rate is [see Eq. (1)] 
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(12) leads to the result 
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Paper 

Fig. 1 Nomenclature for the four phases of felt-covered cylinder drying 

jority of the models have been developed for corporate use 
and the details of the models have remained proprietary. A 
better understanding of the transport phenomena in the paper 
sheet is needed to model the heat and mass flow through the 
paper accurately. A flexible model for the entire drying system 
could aid in the design and maintenance of dryer systems, 
overall system efficiency, and improved product quality. 

with a time-dependent term were derived. True boundary nodes 
would be simply planes of no mass, resulting in coupled non
linear mass and energy equations to be solved simultaneously. 
To avoid this difficulty, the surface nodes in this model were 
assumed to be located slightly (one-half step size in the z di
rection) inside the paper sheet, and not exactly on the surfaces. 
This approximation simplifies the numerical solution technique 
and is acceptable for very small step sizes in the z direction. 

The model used the four phases developed by Nissan and 
Kaye (1955) as'shown in Fig. 1. The dryer section is divided 
into cycles of these four phases: 

Phase 1: The sheet is in contact with the outer surface of 
the cylinder and is not covered with the felt. 

Phase 2: The sheet remains in contact with the cylinder and 
is covered on its outer surface by the felt. 

Phase 3: The sheet remains in contact with the cylinder but 
is no longer covered with the felt (similar to Phase 
1). 

Phase 4: The sheet is no longer in contact with the dryer 
cylinder and moisture is free to evaporate from 
both sides. 

For Phases 1, 2, and 3, the boundary conditions at the 
surface in contact with the heated cylinder (z = 0) are: 

d-^- = ±,-j -J) 
dt Az 

(4) 

Theoretical Analysis 
Han (1970) complied the work of several researchers to de

velop a model for cylinder dryers based on partial differential 
equations representing the heat and mass transfer in the paper 
sheet. Han suggested that the partial differential equations 
could be solved for the moisture and temperature distributions, 
but gave no solution method or results based on his analysis. 
The theoretical analysis presented here is partially based on 
Han's model where the governing differential equations have 
been improved and a set of realistic boundary conditions have 
been derived. Details of the model analysis and numerical 
techniques are given by Bell (1990). A macroscopic approach 
is used for the theoretical analysis since the thickness of a 
paper sheet is at least an order of magnitude higher than the 
diameter of a single wood fiber. 

The mass balance is used to calculate the moisture distri
bution in the paper sheet. The conservation of mass reduces 
to: 

dM _ dJw dJv 

dt dz dz 
(1) 

The energy equation includes both the liquid and vapor 
migration and variations in sheet properties through the sheet 
thickness: 

^ „ M8T W 9[JWHW + JVHV] 
[cwpwse + C/p/ (1 - e)] — = — (2) 

Fourier's Law, Darcy's Law, and Fick's Law were used to 
determine q", Jw, anmd /„, respectively. The porosity, e, was 
calculated from the density of a bone-dry sheet, W/Z, as 
1 - ( W/Z)/pf. Assuming the sheet thickness to be composed 
of layers of fiber, air, and water, the sheet caliper at any point 
in the drying process was calculated based on the local moisture 
content as follows: 

Z=Z. 1 + 
MCps, 

(3) 

Boundary Equations 
In order to solve the equations for all the nodes (interior 

and surface) explicitly in time, realistic boundary equations 

[cwpwse + cfpf{\ - e)] 
dT 
dt 

-AzWT--T)+kTz' (5) 

The contact conductance in the above equation, kc/Zc, is cal
culated assuming the heat is transferred across a stagnant air 
gap where kc is a function of the interface temperature. 

For Phases 1 and 3, the boundary conditions at the surface 
in contact with the moving air (z = Z) are: 

9 M _ J _ 
dt Az 

(6) 

[c„pwse + cfpf{\ - e)] — . 

J_ 
''Az 

-k— + Jv>iHv + JWHW - JVt0Hv -h(T-Ta)) (7) 

Although Phase 2 is similar to Phases 1 and 3, the surface 
in contact with the moving air (z = Z) must be treated differ
ently in Phase 2 because of the presence of felt. The z = Z 
moisture boundary condition remains essentially the same as 
in Phases 1 and 3, but with a reduction in the evaporation 
because of the felt. Evaporation still takes place, but at a 
reduced rate compared to the other phases. The evaporation 
calculated without the effect of the felt is multiplied by 80 
percent to account for the reduced rate (Pulkowski, 1990). The 
moisture boundary condition with reduced evaporation is as 
follows: 

dM 1 
(8) 

At z = Z, the energy equation given for Phases 1 and 3 is 
not valid for Phase 2 since the presence of the felt blocks the 
removal of heat by convection. Therefore, the energy equation 
does not include the convection term and does include the 80 
percent reduction in evaporation. Thus, the energy boundary 
condition for Phase 2 is: 
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dT 
[c„pwse + Cjpf{\ - e)] — 

- = ( " * 
dT 

dz 
+ JVJHV + J„H„ - 0.8Jv<oHv (9) 

In Phase 4, the mass and energy boundary conditions for 
the paper side continually exposed to the moving air (z = Z) 

Table 1 

Paper 

Air 

Machine 

Test operating conditions for the simulation model 

Basis weight 

Initial moisture content 

Initial sheet temperature 
Final moisture content 

Final thickness 
Apparent density 

Cellulose density 

Specific heat 

Temperature 
Relative humidity 

Sheet speed 
Cylinder diameter 
Cylinder surface 

temperature 
Length 

- Phase 1 
- Phase 2 
- Phase 3 
- Phase 4 

Air gap thickness between 
cylinder and paper 

0.3 kg/m2 

(61.4 lb/1000 ft2) 
1.5 kg H20/kg fiber, 
150% 
43.3°C (110°F) 
0.06 kg H20/kg fiber, 
6% 
0.5xl0"3 m (1.64xl0'3 ft) 
600.0 kg/m3 

(37.5 lb/ft3) 
1500.0 kg/m3 

(93.6 lb/ft3) 
1340.0 J/kg°C 
(0.32 Btu/lb°F) 
49.9°C (121.7°F) 
50% 
4.63 m/s (911 ft/min) 
1.52 m (5.0 ft) 
100°C (212°F) 

0.32 m (1.04 ft) 
2.39 m (7.85 ft) 
0.32 m (1.04 ft) 
0.94 m (3.10 ft) 
2.54xl0"5 m 
(8.33xl0"5 ft) 

are the same as those given for Phases 1 and 3, Eqs. (6) and 
(7). At the z = 0 boundary, the paper sheet is no longer in 
contact with a heated cylinder but is instead exposed to the 
outside air. The boundary conditions become: 

dM 1 
dt -Az(-

J»-J».i-J"^ (10) 

dT 
[c„pwse + cfps(\ - e)] — 

at 

=h(ki£~J"'iHv'JwIi™~Jv-°Hv~h(T-T")) (1 ]) 

The convection coefficient is calculated by assuming flow 
over a cylinder in Phases 1, 2, and 3. The Nusselt number is 
found from an experimental correlation proposed by Churchill 
and Bernstein (1977), which is recommended for all RerfPr > 0.2. 
The convection coefficient in Phase 4 is predicted using a 
Nusselt number correlation for turbulent flow over a flat plate. 
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These convection coefficients are also used to calculate the 
mass transfer coefficients from the Chilton-Colburn (1933) 
analogy to determine the evaporation rate at the paper-air 
interface, Jvo. 

Numerical Results 
Test operating conditions used in this study are listed in 

Table 1. The average sheet temperature and moisture content 
for the test conditions are shown in Fig. 2. The simulation 
predicted that 65 cylinders were required for drying before the 
sheet moisture content reached 6 percent. The three distinct 
stages of drying, i.e., an initial warm-up period followed by 
a constant rate period and a falling rate period, are denoted 
in Fig. 2 by I, II, and III, respectively. Use of a variable contact 
conductance at the cylinder drum/paper interface would 
lengthen the falling rate period as the heat input into the sheet 
would be reduced as the sheet dried. 

The temperature and moisture content profiles through the 
paper thickness for cylinders 1, 30, and 65 are shown in Figs. 
3 and 4, respectively. The letters on the figures (A-E) corre
spond to the end of each phase as marked on the cylinder in 
Fig. 1. The temperature profile in Fig. 3 shows the paper sheet 
entering cylinder 1 at a constant temperature (A). At the end 
of Phases 1-3 (B, C, and D), the temperature of the paper 
nearest the cylinder increases due to the heat conduction from 
the dryer while the temperature at the air side is the lowest 
due to the heat being removed by evaporation and convection. 
With the exception of the initial cylinder, the temperature is 
higher within the sheet than on the edges by the end of Phase 
4 (E). By the end of the dryer section, the temperature profile 
is similar for the start of each cylinder, i.e., A and E are 
approximately identical. 

As shown in Fig. 4, the inlet moisture distribution is assumed 
to be constant. By the end of Phase 1 on the first cylinder, 
the moisture begins to move from the heated side of the paper 
sheet to the middle of the sheet. Following the warm-up period, 
the moisture content at the paper-air interface drops during 
drying due to the evaporation. By the end of Phases 2 and 3, 
the moisture content at the paper-cylinder interface decreases 
sharply. For cylinder 30, the sheet that enters with the highest 
moisture content is found near the edge of the sheet that comes 
into contact with the heated drum. Toward the end of the dryer 

section (cylinder 65), the moisture content profile within the 
sheet is almost uniform. 

The model presented above is more flexible than most models 
previously reported since the internal dynamics of the drying 
process can be studied and variations in sheet properties 
throughout the dryer section can be characterized. Changes in 
sheet caliper and porosity during drying are included in the 
model and contribute to the manifestation of three distinct 
drying stages. This results in a definite falling-rate period with
out artificially 'decreasing the drying rate as previous studies 
required. Furthermore, parametric studies can be performed 
to study the effects of various operating conditions, such as 
multiple drying stages, on the drying process. 
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Similarity Solution of Combined Convection Heat 
Transfer From a Rotating Cone or Disk to Non-New
tonian Fluids1 

P. Mitschka.2 The problem considered belongs to the class 
of three-dimensional rotational boundary layer flows of the 
generalized Newtonian fluids (GNF) of the power-law type. 
The correct order-of-magnitude analysis of the full equations 
of motion (see Mitschka et al., 1987, 1989) leads to the con
clusion that viscous terms in the transformed Eqs. (12) and 
(13) of the discussed paper must be formulated as 

- 0/2, G'] \(F"2 + G'2)l"-l)/2F"-\ and [(F"2 + G'2)("' 
In this two-gradient (2G) formulation, both dominant velocity 
gradients, F" and G', appear in the invariant viscosity function 
(F"2 + G'2)(""1,/2. This satisfies the rules for correct formu
lation of GNF models for nonviscometric flows (Bird et al., 
1960; Schowalter, 1980). 

In the paper discussed, however, the expressions for the 
viscous terms are given as 

(|F"I ("-1)F") and(lG'l<"-1)G') 
i.e., in a form that results from an arbitrary omitting of the 
underlined terms of the 2G formulation. These expressions 
(one-gradient (1G) formulation) do not satisfy the requirement 
of invariant viscosity function and are, thus, from the point 
of view of contemporary non-Newtonian fluid mechanics in
correct. 

The influence of 1G and 2G viscosity functions will be dem
onstrated on the heat transfer data given by Wang and Klein-
streuer in their Fig. 13, for the uniform surface temperature 
case. 

In Fig. 1, results for this heat transfer problem without 
(Xr=0) and with assisting (Z= 1, \T=2) buoyancy effects are 
compared for Pr=100 in the form of dependences of tem
perature gradients at the wall, -0'(O), on the power-law flow 
index n. As expected, differences in the velocities fields due 
to the 1G or 2G form of the viscous terms in the boundary 
layer momentum equations are reflected in the heat transfer 
characteristics resulting from the solution of coupled energy 
equation. These differences increase with the increasing pseu-
doplasticity of the power-law fluid (i.e., with decreasing ri) 
and cannot be, in general, neglected. 

Thus, in analyses of this class of rheodynamic and heat/ 
mass transfer problems of GNF, only the correct invariant 2G 

By T.-Y. Wang and C. Kleinstreuer, published in the November 1990 issue 
of the ASME JOURNAL OF HEAT TRANSFER, Vol. 112, No. 4, pp. 939-944. 

2 Institute of Chemical Process Fundamentals, Czechoslovak Academy of Sci
ences, 165 02 Praha 6—Suchdol, Czechoslovakia. 

Fig. 1 Comparison of wall temperature gradients in heat transfer from 
cones and disks rotating in pseudopiastic power-law fluid for 1G and 
2G viscous terms 

version of the three-dimensional rotational boundary layer 
equations should be used. 
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Authors' Closure 
As stated in the Analysis section of the paper by Wang and 

Kleinstreuer (p. 939), "the velocity and temperature fields are 
function of x and y only, and transverse curvature effects can 
be neglected since 8/r«l." Thus our two-dimensional "vis-
cometric'' boundary-layer flow equations based on the premise 
are correct (cf. pp. 102 and 103 plus associated tables from 
Bird et al. (I960)). A generalization to three-dimensional, "non
viscometric" boundary-layer flow, as discussed above, con
stitutes a different problem, which, of course, has a (somewhat) 
different solution. 
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